
Intel - EP1M120F484C7 Datasheet

Welcome to E-XFL.COM

Understanding Embedded - FPGAs (Field
Programmable Gate Array)

Embedded - FPGAs, or Field Programmable Gate Arrays,
are advanced integrated circuits that offer unparalleled
flexibility and performance for digital systems. Unlike
traditional fixed-function logic devices, FPGAs can be
programmed and reprogrammed to execute a wide array
of logical operations, enabling customized functionality
tailored to specific applications. This reprogrammability
allows developers to iterate designs quickly and implement
complex functions without the need for custom hardware.

Applications of Embedded - FPGAs

The versatility of Embedded - FPGAs makes them
indispensable in numerous fields. In telecommunications,
FPGAs are used for high-speed data processing and
network infrastructure. In the automotive industry, they
support advanced driver-assistance systems (ADAS) and
infotainment solutions. Consumer electronics benefit from
FPGAs in devices requiring high performance and
adaptability, such as smart TVs and gaming consoles.
Industrial automation relies on FPGAs for real-time control
and processing in machinery and robotics. Additionally,
FPGAs play a crucial role in aerospace and defense, where
their reliability and ability to handle complex algorithms
are essential.

Common Subcategories of Embedded -
FPGAs

Within the realm of Embedded - FPGAs, several
subcategories address different needs and applications.
General-purpose FPGAs are the most widely used, offering
a balance of performance and flexibility for a broad range
of applications. High-performance FPGAs are designed for
applications requiring exceptional speed and
computational power, such as data centers and high-
frequency trading systems. Low-power FPGAs cater to
battery-operated and portable devices where energy
efficiency is paramount. Lastly, automotive-grade FPGAs
meet the stringent standards of the automotive industry,
ensuring reliability and performance in vehicle systems.

Types of Embedded - FPGAs

Embedded - FPGAs can be classified into several types
based on their architecture and specific capabilities. SRAM-
based FPGAs are prevalent due to their high speed and
ability to support complex designs, making them suitable
for performance-critical applications. Flash-based FPGAs
offer non-volatile storage, retaining their configuration
without power and enabling faster start-up times. Antifuse-
based FPGAs provide a permanent, one-time
programmable solution, ensuring robust security and
reliability for critical systems. Each type of FPGA brings
distinct advantages, making the choice dependent on the
specific needs of the application.
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In source-synchronous mode, source synchronous interfacing is 
supported at up to 840 Mbps. Serial channels are transmitted and received 
along with a low speed clock. The receiving device then multiplies the 
clock by a factor of 1 to 12, 14, 16, 18, or 20. The serialization/ 
deserialization rate can be any number from 4, 7, 8, 9 to 12, 14, 16, 18, or 20 
and does not have to equal the clock multiplication value. For example, an 
840-Mbps LVDS channel can be received along with a 84-MHz clock. The 
84-MHz clock is multiplied by 10 to drive the serial shift register, but the 
register can be clocked out in parallel at 7-, 8-, 9- to 12-, 14-, 16-, 18-, or 
20-bits wide at 42 to 120 MHz. See Figures 2 and 3.

Figure 2. Receiver Diagram for Source Synchronous Mode Notes (1), (2)

Notes to Figure 2:
(1) EP1M350 devices have 18 individual receiver channels. EP1M120 devices have 8 individual receiver channels.
(2) W = 1 to 12, 14, 16, 18, or 20

J = 4, 7, 8, 9 to 12, 14, 16, 18, or 20
W does not have to equal J.

(3) This clock pin drives an HSDI PLL only. It does not drive to the core.
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Figure 4. Receiver & Transmitter Diagrams for CDR Mode Notes (1), (2)
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Figure 5. Mercury LAB Structure

Notes to Figure 5:
(1) Priority column lines drive priority row lines, but not other row lines.
(2) The RapidLAB interconnect can be driven by priority column lines, but not other column lines.
(3) In multiplier mode, the RapidLAB interconnect drives LEs directly.

Mercury devices use an interleaved LAB structure, which allows each 
LAB to drive two local interconnect areas. Every other LE drives to either 
the left or right local interconnect area, alternating by LE. The local 
interconnect can drive LEs within the same LAB or adjacent LABs. This 
feature minimizes use of the row and column interconnects, providing 
higher performance and flexibility. Each LAB structure can drive 30 LEs 
through fast local interconnects. 

The 10 LEs in the LAB are driven by 
two local interconnect areas. The LAB 
can drive two local interconnect areas.

Local Interconnect

Column and Priority
Column Interconnect (1)

Row and Priority
Row Interconnect (1)

RapidLAB Interconnect

to LAB in Row Above

to LAB in Row Below

Leap Line
Interconnect

(2)

(3) (3)
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Figure 11. Multiplier Mode LE

Notes to Figure 11:
(1) LABCLKENA1 cannot be used in multiplier mode.
(2) When the RapidLAB output is used, local interconnect outputs are unavailable.

The basis for the high-speed 16 × 16-bit multiplier in a Mercury device is 
the binary tree multiplier. In the first stage of the binary tree, the 
multiplicand bits, a[15:0], and the multiplier bits, b[15:0], are 
multiplied together. The results of the first stage are sixteen 16-bit partial 
products, a[15:0]b[15], a[15:0]b[14], . . . a[15:0]b[0]. The 
partial products are then grouped into pairs and added together in the 
second stage. In a similar fashion, the results of the previous stage are 
grouped in pairs and then added forming the binary tree structure seen in 
Figure 12.
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Figure 13. Mercury Binary Tree Implementation
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Clear & Preset Logic Control

LAB-wide signals control logic for the register’s clear and preset signals. 
The LE directly supports an asynchronous clear and preset function. The 
direct asynchronous preset does not require a NOT-gate push-back 
technique. Mercury devices support simultaneous preset, or 
asynchronous load, and clear. Asynchronous clear takes precedence if 
both signals are asserted simultaneously. Each LAB supports one clear 
and one preset signal. Two clears are possible in a single LAB by using a 
NOT-gate push-back technique on the preset port. The Quartus II 
Compiler automatically performs this second clear emulation.

In addition to the clear and preset ports, Mercury devices provide a chip-
wide reset pin (DEV_CLRn) that resets all registers in the device. Use of 
this pin is controlled through an option in the Quartus II software that is 
set before compilation. The chip-wide reset overrides all other control 
signals.

Multi-Level FastTrack Interconnect

The Mercury architecture provides connections between LEs, ESBs, and 
device I/O pins via an innovative Multi-Level FastTrack Interconnect 
structure. The Multi-Level FastTrack Interconnect structure is a series of 
routing channels that traverse the device, providing a hierarchy of 
interconnect lines. Regular resources provide efficient and capable 
connections while priority resources and specialized RapidLAB, leap line, 
and FastLUT resources enhance performance by accelerating timing on 
critical paths. The Quartus II Compiler automatically places critical design 
paths on those faster lines to improve design performance.

This network of routing structures provides predictable performance, 
even for complex designs. In contrast, the segmented routing in FPGAs 
requires switch matrices to connect a variable number of routing paths, 
increasing the delays between logic resources and reducing performance. 

The Multi-Level FastTrack Interconnect consists of regular and priority 
lines that traverse column and row interconnect channels to span sections 
and the entire device length. Each row of LABs, ESBs, and I/O bands is 
served by a dedicated row interconnect, which routes signals to and from 
LABs, ESBs, and I/O row bands in the same row. These row resources 
include: 

■ Row interconnect traversing the entire device from left to right
■ Priority row interconnect for high speed access across the length of 

the device
■ RapidLAB interconnect for horizontal routing that traverses a 

10-LAB-wide region from a central LAB
Altera Corporation  29
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The RapidLAB interconnect provides a specialized high-speed structure 
to allow a central LAB to drive other LABs within a 10-LAB-wide region. 
The RapidLAB lines drive alternating local LAB interconnect regions, 
allowing communication to all LABs in the 10-LAB-wide region. Even 
numbered LEs in a LAB directly drive a RapidLAB line that drives one set 
of alternating local interconnect regions, while odd-numbered LEs drive 
a RapidLAB line that drives the opposite set of alternating local 
interconnect regions. Figure 14 shows RapidLAB interconnect 
connections. This 10-LAB wide region of the RapidLAB interconnect is 
repeated for every LAB in the row. The region covered by the RapidLAB 
interconnect is smaller than 10 for source LABs that are four or five LABs 
in from either edge of the LAB row. The RapidLAB row interconnect is 
used for LAB-to-LAB routing; it is only used by I/O bands or ESBs 
indirectly through other interconnects. The RapidLAB interconnect drives 
an LE directly when that LE is in multiplier mode.
30 Altera Corporation
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Figure 15. Leap Line Interconnect

FastLUT Interconnect

Mercury devices include an enhanced interconnect structure within LABs 
for faster routing of LE output to LE input connections. The FastLUT 
connection allows the combinatorial output of an LE to directly drive the 
fast input of the LE directly below it, bypassing the local interconnect. This 
resource can be used as a high speed connection for wide fan-in functions 
from LE 1 to LE 10 in the same LAB. Figure 16 shows a FastLUT 
interconnect.
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Table 9 summarizes how various elements of the Mercury architecture 
drive each other.

Notes to Table 9:
(1) This direct connection is possible through the FastLUT connection.
(2) IOEs can connect to the adjacent LAB’s local interconnects in the associated LAB row.
(3) IOEs can connect to row and priority row interconnects in the associated LAB row.
(4) This connection is used for multiplier mode.

Embedded 
System Block

The ESB can implement various types of memory blocks, including quad-
port, true dual-port, dual- and single-port RAM, ROM, FIFO, and CAM 
blocks. 

The ESB includes input and output registers; the input registers 
synchronize reads and/or writes, and the output registers can pipeline 
designs to further increase system performance. The ESB offers a quad 
port mode, which supports up to four port operations, two reads and two 
writes simultaneously, with the ability for a different clock on each of the 
four ports. Figure 17 shows the ESB quad-port block diagram.

Table 9. Mercury Routing Scheme

Source Destination

LE Local 
Interconnect

IOE ESB Row 
Interconnect

ESB Row Priority 
Row

RapidLAB 
Interconnect

Column Priority 
Column

Leap 
Lines

LE v 
(1)

v v v v v v v

Local 
Interconnect

v v

IOE v (2) v
(3)

v (3) v v

ESB Row 
Interconnect

v

ESB v v v v

Row v

Priority Row v

RapidLAB 
Interconnect

v
(4)

v

Column v v v v

Priority 
Column

v v v v v

Leap Lines v v v v v
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Figure 18. RAM Memory Port Configurations

Note to Figure 18:
(1) Two dual- or single-port memory blocks can be implemented in a single ESB.

The ESB also allows variable width data ports for reading and writing to 
any of the RAM ports in any RAM configuration. For example, the ESB in 
quad port configuration can be written in ×1 mode at port A, read in ×16 
from port A, written in ×4 mode at port B, and read in ×2 mode from 
port B. 
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Figure 19. ESB in Read/Write Clock Mode Notes (1), (2)

Notes to Figure 19:
(1) Only half of the ESB, either A or B, is used for dual-port configuration.
(2) All registers can be asynchronously cleared by ESB local interconnect signals, global signals, or the chip-wide reset.
(3) This configuration is supported for dual-port configuration.
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Figure 20. ESB in Input/Output Clock Mode Notes (1), (2)

Notes to Figure 20:
(1) Only half of the ESB, either A or B, is used for dual-port configuration.
(2) All registers can be asynchronously cleared by ESB local interconnect signals, global signals, or the chip-wide reset.
(3) This configuration is supported for dual-port configuration.
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Single-Port Mode

The Mercury device’s ESB also supports a single-port mode, which is used 
when simultaneous reads and writes are not required. See Figure 21. A 
single ESB can support up to two single-port mode RAMs. 

Figure 21. ESB in Single-Port Mode Note (1)

Notes to Figure 21:
(1) All registers can be asynchronously cleared by ESB local interconnect signals, global signals, or chip-wide reset.
(2) If there is only one single-port RAM block in an ESB, it can support the following configurations: 4,096 × 1; 2,048 × 2; 

1,028 × 4; 512 × 8; 256 × 16; or 128 × 32.

Content-Addressable Memory 

Mercury devices can implement CAM in ESBs. CAM can be thought of as 
the inverse of RAM. RAM stores data in a specific location; when the 
system submits an address, the RAM block provides the data. Conversely, 
when the system submits data to CAM, the CAM block provides the 
address where the data is found. For example, if the data FA12 is stored 
in address 14, the CAM outputs 14 when FA12 is driven into it.
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In Mercury device IOEs, the OE register is a multi-purpose register 
available as a second input or output register. When using the IOE for 
double data rate inputs, the input register and OE register are 
automatically configured as input registers to clock input double rate data 
on alternating edges. An input latch is also used within the IOE for DDR 
input acquisition. The latch holds the data that is present during the clock 
high times, driving it to the OE register. This allows the OE register and 
input register to clock both bits of data into LEs, synchronous to the same 
clock edge (either rising or falling). Figure 27 shows an IOE configured for 
DDR input.

Figure 27. IOE Configured for DDR Input
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When using the IOE for double data rate outputs, the output register and 
OE register are automatically configured to clock two data paths from LEs 
on rising clock edges. These register outputs are multiplexed by the clock 
to drive the output pin at a ×2 rate. The output register clocks the first bit 
out on the clock high time, while the OE register clocks the second bit out 
on the clock low time. Figure 28 shows the IOE configured for DDR 
output.

Figure 28. IOE Configured for DDR Output

Bidirectional DDR on an I/O pin is possible by using the IOE for DDR 
output and using LEs to acquire the double data rate input. Bidirectional 
DDR I/O pins support double data rate synchronous DRAM (DDR 
SDRAM) at 166 MHz (334 Mbps), which transfer data on a double data 
rate bidirectional bus. QDR SRAMs are also supported with DDR I/O 
pins on separate read and write ports.
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Each row of I/O pins has an associated LAB row for driving to and from 
the core of the Mercury device. For a given I/O band row, its associated 
LAB row is located below it with the exception of the bottom I/O band 
row. The bottom I/O band is located at the bottom periphery of the 
device, hence its associated LAB row is located above it. Figure 29 shows 
an example of an I/O band to associated LAB row interconnect in a 
Mercury device.

There is a maximum of two IOEs associated with each LAB in the 
associated LAB row. The local interconnect of the associated LAB drives 
the IOEs. Since local interconnect is shared with the LAB neighbor, any 
given LAB can directly drive up to four IOEs. The local interconnect 
drives the data and OE signals when the IOE is used as an output or 
bidirectional pin.

Figure 29. IOE Connection to Interconnects and Adjacent LAB Note (1)

Note to Figure 29:
(1) INA: unregistered input; INB: registered/unregistered input; INC: registered/unregistered input or OE register 

output in DDR mode.

The IOEs drive registered or combinatorial versions of input data into the 
device. The unregistered input data can be driven to the local interconnect 
(for fast input setup), row and priority row interconnect, and column and 
priority column interconnects. The registered data can also be driven to 
the same row and column resources. The OE register output can be fed 
back through column and row interconnects to implement DDR I/O pins.
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The PLLs in Mercury devices are enabled through the Quartus II software. 
External devices are not required to use these features.

Advanced ClockBoost Multiplication & Division

Each Mercury PLL includes circuitry that provides clock synthesis for up 
to four outputs (three internal outputs and one external output) using 
m/(n × output divider) scaling. When a PLL is locked, the locked output 
clock aligns to the rising edge of the input clock. The closed loop equation 
for Figure 31 gives an output frequency fclock0 = (m/(n × k))fIN, 
fclock1 = (m/(n × p))fIN, fclock2 = (m/(n × q))fIN, and 
fclock_ext = (m/(n × v))fIN or fclock1. These equations allow the 
multiplication or division of clocks by a programmable number. The 
Quartus II software automatically chooses the appropriate scaling factors 
according to the frequency, multiplication, and division values entered.

A single PLL in a Mercury device allows for multiple user-defined 
multiplication and division ratios that are not possible even with multiple 
delay-locked loops (DLLs). For example, if a frequency scaling factor of 
3.75 is needed for a given input clock, a multiplication factor of 15 and a 
division factor of 4 can be entered. This advanced multiplication scaling 
can be performed with a single PLL, making it unnecessary to cascade 
PLL outputs. 

External Clock Outputs

Mercury devices have four low-jitter external clocks available for external 
clock sources. Other devices on the board can use these outputs as clock 
sources. 

There are three modes for external clock outputs. Multiplication is 
allowed in all external clock output modes.

■ Zero Delay Buffer: The external clock output pin is phase aligned 
with the clock input pin for zero delay. Programmable phase shift 
and time delay shift are not allowed in this configuration. 
Multiplication is allowed with the zero delay buffer mode. The 
MegaWizard interface for altclklock should be used to verify 
possible clock settings.

■ External Feedback: The external feedback input pin is phase aligned 
with clock input pin. By aligning these clocks, you can actively 
remove clock delay and skew between devices. Multiplication is 
allowed with the external feedback mode. This mode has the same 
restrictions as zero delay buffer mode.
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Figure 32 shows the timing requirements for the JTAG signals.

Figure 32. Mercury JTAG Waveforms

Table 19 shows the JTAG timing parameters and values for Mercury 
devices.

Table 19. Mercury JTAG Timing Parameters & Values

Symbol Parameter Min Max Unit

tJCP TCK clock period  100 ns

tJCH TCK clock high time 50 ns

tJCL TCK clock low time 50 ns

tJPSU JTAG port setup time 20 ns

tJPH JTAG port hold time 45 ns

tJPCO JTAG port clock to output 25 ns

tJPZX JTAG port high impedance to valid output 25 ns

tJPXZ JTAG port valid output to high impedance 25 ns

tJSSU Capture register setup time 20 ns

tJSH Capture register hold time 45 ns

tJSCO Update register clock to output 35 ns

tJSZX Update register high impedance to valid output 35 ns

tJSXZ Update register valid output to high impedance 35 ns
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 tJPSU t JCL tJCH
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Table 39. 1.5-V HSTL Class I Specifications Note (10)

Symbol Parameter Conditions Minimum Typical Maximum Units

VCCIO I/O supply voltage 1.4 1.5 1.6 V

VREF Input reference voltage 0.68 0.75 0.9 V

VTT Termination voltage 0.7 0.75 0.8 V

VIH (DC) DC high-level input voltage VREF + 0.1 V

VIL (DC) DC low-level input voltage –0.3 VREF – 0.1 V

VIH (AC) AC high-level input voltage VREF + 0.2 V

VIL (AC) AC low-level input voltage VREF – 0.2 V

VOH High-level output voltage IOH = 8 mA VCCIO – 0.4 V

VOL Low-level output voltage IOH = –8 mA 0.4 V

Table 40. 1.5-V HSTL Class II Specifications Note (10)

Symbol Parameter Conditions Minimum Typical Maximum Units

VCCIO I/O supply voltage 1.4 1.5 1.6 V

VREF Input reference voltage 0.68 0.75 0.9 V

VTT Termination voltage 0.7 0.75 0.8 V

VIH (DC) DC high-level input voltage VREF + 0.1 V

VIL (DC) DC low-level input voltage –0.3 VREF – 0.1 V

VIH (AC) AC high-level input voltage VREF + 0.2 V

VIL (AC) AC low-level input voltage VREF – 0.2 V

VOH High-level output voltage IOH = 16 mA VCCIO – 0.4 V

VOL Low-level output voltage IOH = –16 mA 0.4 V

Table 41. CTT I/O Specifications

Symbol Parameter Conditions Minimum Typical Maximum Units

VCCIO I/O supply voltage 3.0 3.3 3.6 V

VTT/VREF Termination and input 
reference voltage

1.35 1.5 1.65 V

VIH High-level input voltage VREF + 0.2 V

VIL Low-level input voltage VREF – 0.2 V

II Input pin leakage current 0 < VIN < VCCIO ±10 µA

VOH High-level output voltage IOH = –8 mA VREF + 0.4 V

VOL Low-level output voltage IOL = 8 mA VREF – 0.4 V

IO Output leakage current 
(when output is high Z)

GND ð VOUT ð 
VCCIO

±10 µA
Altera Corporation  77



Mercury Programmable Logic Device Family Data Sheet
Table 42. Bus Hold Parameters

Parameter Conditions VCCIO Level Units

1.8 V 2.5 V 3.3 V

Minimum Maximum Minimum Maximum Minimum Maximum

Low sustaining 
current

VIN > VIL 
(maximum)

30 50 70 µA

High sustaining 
current

VIN < VIH 
(minimum)

–30 –50 –70 µA

Low overdrive 
current

0 V < VIN < 
VCCIO

200 300 500 µA

High overdrive 
current

0 V < VIN < 
VCCIO

–200 –300 –500 µA

Table 43. Mercury Device Capacitance Note (13)

Symbol Parameter Minimum Typical Maximum Unit

CIO I/O pin capacitance 13.5 pF

CCLK Input capacitance on CLK[4..1] pins 16.9 pF

CRXHSDI Input capacitance on HSDI receiver pins 8.0 pF

CTXHSDI Input capacitance on HSDI transmitter pins 18.0 pF

CCLKHSDI Input capacitance on HSDI clock pins 7.5 pF

CFLEXLVDSRX Input capacitance on flexible LVDS receiver 
pins

13.4 pF

CFLEXLVDSTX Input capacitance on flexible LVDS 
transmitter pins

13.4 pF
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