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Four DLLs and four PLLs in LFE5-45 and
LFE5-85; two DLLs and two PLLs in LFE5-25
and LFE5-12

e  Pre-Engineered Source Synchronous I/0

DDR registers in 1/0 cells

Dedicated read/write levelling functionality
Dedicated gearing logic

Source synchronous standards support

e ADC/DAC, 7:1 LVDS, XGMI|

e High Speed ADC/DAC devices

Dedicated DDR2/DDR3 and LPDDR2/LPDDR3
memory support with DQS logic, up to

800 Mb/s data-rate

e  Programmable sysl/O™ Buffer Supports Wide
Range of Interfaces

On-chip termination

LVTTL and LVCMOS 33/25/18/15/12
SSTL 18/151, 11

HSUL12

LVDS, Bus-LVDS, LVPECL, RSDS, MLVDS

Table 1.1. ECP5 and ECP5-5G Family Selection Guide

subLVDS and SLVS, MIPI D-PHY input
interfaces

e  Flexible Device Configuration

Shared bank for configuration 1/Os
SPI boot flash interface

Dual-boot images supported

Slave SPI

TransFR™ 1/O for simple field updates

e Single Event Upset (SEU) Mitigation Support

Soft Error Detect — Embedded hard macro
Soft Error Correction — Without stopping user
operation

Soft Error Injection — Emulate SEU event to
debug system error handling

e  System Level Support

IEEE 1149.1 and IEEE 1532 compliant

Reveal Logic Analyzer

On-chip oscillator for initialization and general
use

1.1V core power supply for ECP5, 1.2 V core
power supply for ECP5UM5G

Device LFESUM-25 LFESUM-45 LFESUM-85 LFESU- | LFE5U- | LFE5U- | LFE5U-
LFESUM5G-25 | LFESUM5G-45 | LFESUM5G-85 12 25 45 85
LUTSs (K) 24 44 84 12 24 44 84
sysMEM Blocks (18 Kb) 56 108 208 32 56 108 208
Embedded Memory (Kb) 1,008 1944 3744 576 1,008 1944 3744
Distributed RAM Bits (Kb) 194 351 669 97 194 351 669
18 X 18 Multipliers 28 72 156 28 28 72 156
SERDES (Dual/Channels) 1/2 2/4 2/4 0 0 0 0
PLLs/DLLs 2/2 4/4 4/4 2/2 2/2 4/4 4/4
Packages (SERDES Channels / 10 Count)
256 caBGA
— — — 0/197 0/197 0/197 -
(14 x 14 mm?, 0.8 mm) / / /
285 csfBGA
2/118 2/118 2/118 0/118 0/118 0/118 0/118
(10 x 10 mm?2, 0.5 mm) / / / / / / /
381 caBGA
2/197 4/203 4/205 0/197 0/197 0/203 0/205
(17 x 17 mm?, 0.8 mm) / / / / / / /
554 caBGA
- 4/245 4/259 - — 0/245 0/259
(23 x 23 mm?2, 0.8 mm) / / / /
756 caBGA 4/365 0/365
(27 x 27 mm?, 0.8 mm)
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.l.ILATTICE ECP5™ and ECP5-5G™ Family

Data Sheet
sysCLOCK PLLs: || eysi0 Bank 0 sysI0 Bank 1 oL — sysCLOCK DLLs:
Frequency ’ Accurate phase
synthesis and alignments
balanced PCLK
frese Pre-engineered

~ o Source
£ £ Synchronous
@ = Support:
Ephanced DSP 3 2|  DDRS, LPDDR3-
ices: - |EEmemmmmsmmnsmenns|emnn s enn e n s penn s e e |EEmemmmnmmemenn) ) 800 Mbps
Multiply, Generic — Up to
gsgﬁlﬂate‘ 800 Mbps
Flexible syslO
(Bank 4 is on
-85 devices only):
LVCMOS, SSTL,
sysMEM Block = ;; HSUL, LVDS
RAM: = |
18 kbit EBRs = 2
g &
Programmable Flexible Routing:
Fun?:tio nal Units: Optimized for speed,
Up to 84K LUTs i power and routability
. . i ROESDCU: ==
PLL sysConfig, JTAG & On-Chip Oscillator —_ cuD oot out pLL
— sysiO Bank B Channel (f [Channel 1 Channel O} [Shannel sysIO Bank 4 —
DL o O o 0 . . 0 N . o I DLL
Dual Function 3.2 Gbps SERDES
syslO Pins:
Shared I/Os for
sysConfig

Note: There is no Bank 4 in -25 and -45 devices.
There are no PLL and DLL on the top corners in -25 devices.

Figure 2.1. Simplified Block Diagram, LFESUM/LFE5UM5G-85 Device (Top Level)

2.2. PFU Blocks

The core of the ECP5/ECP5-5G device consists of PFU blocks. Each PFU block consists of four interconnected slices
numbered 0-3, as shown in Figure 2.2. Each slice contains two LUTs. All the interconnections to and from PFU blocks
are from routing. There are 50 inputs and 23 outputs associated with each PFU block.

The PFU block can be used in Distributed RAM or ROM function, or used to perform Logic, Arithmetic, or ROM
functions. Table 2.1 shows the functions each slice can perform in either mode.

© 2014-2018 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal.
All other brand or product names are trademarks or registered trademarks of their respective holders. The specifications and information herein are subject to change without notice.

FPGA-DS-02012-1.9 13


http://www.latticesemi.com/legal

=LATTICE

FCO

FXA —
FXB —
M1 —
MO —

YVYVY

Al
B1
C1
D1

LUT4 &
CARRY*

VYVVY

F1

F1 P

*

FF

a1

AO
BO
co
DO

LUT4 &
CARRY*

VVYVY

FO <4
FO P

FF

v <
CE
CLK
LSR

ECI J From Different Slice/PFU

Notes: For Slices 0 and 1, memory control signals are generated from Slice 2 as follows:
WCK is CLK
WRE is from LSR
DI[3:2] for Slice 1 and DI[1:0] for Slice O data from Slice 2
WAD [A:D] is a 4-bit address from slice 2 LUT input

Yvv

Figure 2.3. Slice Diagram
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2.2.2. Modes of Operation

Slices 0-2 have up to four potential modes of operation: Logic, Ripple, RAM and ROM. Slice 3 is not needed for RAM
mode, it can be used in Logic, Ripple, or ROM modes.

Logic Mode

In this mode, the LUTs in each slice are configured as 4-input combinatorial lookup tables. A LUT4 can have 16 possible
input combinations. Any four input logic functions can be generated by programming this lookup table. Since there are
two LUT4s per slice, a LUTS5 can be constructed within one slice. Larger look-up tables such as LUT6, LUT7 and LUT8 can
be constructed by concatenating other slices. Note that LUT8 requires more than four slices.

Ripple Mode
Ripple mode supports the efficient implementation of small arithmetic functions. In ripple mode, the following
functions can be implemented by each slice:
e Addition 2-bit
e  Subtraction 2-bit
e Add/Subtract 2-bit using dynamic control
e Up counter 2-bit
e  Down counter 2-bit
e Up/Down counter with asynchronous clear
e Up/Down counter with preload (sync)
e Ripple mode multiplier building block
e  Multiplier support
e Comparator functions of A and B inputs
e  Agreater-than-or-equal-to B
e Anot-equal-to B
e Aless-than-or-equal-to B
Ripple Mode includes an optional configuration that performs arithmetic using fast carry chain methods. In this

configuration (also referred to as CCU2 mode) two additional signals, Carry Generate and Carry Propagate, are
generated on a per slice basis to allow fast arithmetic functions to be constructed by concatenating Slices.

RAM Mode

In this mode, a 16x4-bit distributed single port RAM (SPR) can be constructed in one PFU using each LUT block in Slice 0
and Slice 1 as a 16 x 2-bit memory in each slice. Slice 2 is used to provide memory address and control signals.

A 16 x 2-bit pseudo dual port RAM (PDPR) memory is created in one PFU by using one Slice as the read-write port and
the other companion slice as the read-only port. The slice with the read-write port updates the SRAM data contents in
both slices at the same write cycle.

ECP5/ECP5-5G devices support distributed memory initialization.

The Lattice design tools support the creation of a variety of different size memories. Where appropriate, the software
will construct these using distributed memory primitives that represent the capabilities of the PFU. Table 2.3 lists the
number of slices required to implement different distributed RAM primitives. For more information about using RAM in
ECP5/ECP5-5G devices, refer to ECP5 and ECP5-5G Memory Usage Guide (TN1264).

Table 2.3. Number of Slices Required to Implement Distributed RAM
SPR16 X 4 PDPR 16 X 4

Number of slices 3 6
Note: SPR = Single Port RAM, PDPR = Pseudo Dual Port RAM

ROM Mode

ROM mode uses the LUT logic; hence, Slices 0 through 3 can be used in ROM mode. Preloading is accomplished
through the programming interface during PFU configuration.

For more information, refer to ECP5 and ECP5-5G Memory Usage Guide (TN1264).
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Table 2.6. sysMEM Block Configurations
Memory Mode Configurations
16,384 x 1
8,192 x 2
4,096 x4
2,048 x9
1,024 x 18
512 x 36
16,384 x 1
8,192 x 2
True Dual Port 4,096 x 4
2,048 x9
1,024 x 18
16,384 x 1
8,192 x 2
4,096 x4
2,048 x9
1,024 x 18
512 x 36

Single Port

Pseudo Dual Port

2.8.2. Bus Size Matching

All of the multi-port memory modes support different widths on each of the ports. The RAM bits are mapped LSB word
0 to MSB word 0, LSB word 1 to MSB word 1, and so on. Although the word size and number of words for each port
varies, this mapping scheme applies to each port.

2.8.3. RAM Initialization and ROM Operation

If desired, the contents of the RAM can be pre-loaded during device configuration. By preloading the RAM block during
the chip configuration cycle and disabling the write controls, the sysMEM block can also be utilized as a ROM.

2.8.4. Memory Cascading

Larger and deeper blocks of RAM can be created using EBR sysMEM Blocks. Typically, the Lattice design tools cascade
memory transparently, based on specific design inputs.

2.8.5. Single, Dual and Pseudo-Dual Port Modes

In all the sysMEM RAM modes the input data and address for the ports are registered at the input of the memory
array. The output data of the memory is optionally registered at the output.

EBR memory supports the following forms of write behavior for single port or dual port operation:

e Normal — Data on the output appears only during a read cycle. During a write cycle, the data (at the current
address) does not appear on the output. This mode is supported for all data widths.

e  Write Through — A copy of the input data appears at the output of the same port during a write cycle. This mode is
supported for all data widths.

e Read-Before-Write — When new data is written, the old content of the address appears at the output. This mode is
supported for x9, x18, and x36 data widths.

www.latticesemi.com/legal
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Operand p|Operand | __________________ »| Operand
A A A
Operand »| Operand [ - ________ _ »| Operand
— B B B
Operand | [ Operand
A B
> m/k
loops
Single >|v| loops Multiplier Multiplier Multiplier
Multiplier 0 1 K
Accumulator
_/
Function Implemented in —
General Purpose DSP

m/k
accumulate

Output

Function Implemented in ECP5/ECP5-5G

Figure 2.13. Comparison of General DSP and ECP5/ECP5-5G Approaches

2.9.2. sysDSP Slice Architecture Features

The ECP5/ECP5-5G sysDSP Slice has been significantly enhanced to provide functions needed for advanced processing

applications. These enhancements provide improved flexibility and resource utilization.

The ECP5/ECP5-5G sysDSP Slice supports many functions that include the following:

e  Symmetry support. The primary target application is wireless. 1D Symmetry is useful for many applications that
use FIR filters when their coefficients have symmetry or asymmetry characteristics. The main motivation for using
1D symmetry is cost/size optimization. The expected size reduction is up to 2x.

e 0dd mode - Filter with Odd number of taps
e  Even mode — Filter with Even number of taps
e Two dimensional (2D) symmetry mode — supports 2D filters for mainly video applications

e  Dual-multiplier architecture. Lower accumulator overhead to half and the latency to half compared to single
multiplier architecture

e  Fully cascadable DSP across slices. Support for symmetric, asymmetric and non-symmetric filters.

e  Multiply (one 18x36, two 18x18 or four 9x9 Multiplies per Slice)

e  Multiply (36x36 by cascading across two sysDSP slices)

e  Multiply Accumulate (supports one 18x36 multiplier result accumulation or two 18x18 multiplier result
accumulation)

e  Two Multiplies feeding one Accumulate per cycle for increased processing with lower latency (two 18x18
Multiplies feed into an accumulator that can accumulate up to 52 bits)

e  Pipeline registers

e 1D Symmetry support. The coefficients of FIR filters have symmetry or negative symmetry characteristics.

e  0Odd mode — Filter with Odd number of taps
e  Even mode — Filter with Even number of taps

e 2D Symmetry support. The coefficients of 2D FIR filters have symmetry or negative symmetry characteristics.

e 3*3 and 3*5 — Internal DSP Slice support

www.latticesemi.com/legal
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e 5*5and larger size 2D blocks — Semi internal DSP Slice support
e Flexible saturation and rounding options to satisfy a diverse set of applications situations
e  Flexible cascading across DSP slices

e  Minimizes fabric use for common DSP and ALU functions

e Enables implementation of FIR Filter or similar structures using dedicated sysDSP slice resources only

e Provides matching pipeline registers

e Can be configured to continue cascading from one row of sysDSP slices to another for longer cascade chains
e  Flexible and Powerful Arithmetic Logic Unit (ALU) Supports:

e Dynamically selectable ALU OPCODE

e Ternary arithmetic (addition/subtraction of three inputs)

e  Bit-wise two-input logic operations (AND, OR, NAND, NOR, XOR and XNOR)

e  Eight flexible and programmable ALU flags that can be used for multiple pattern detection scenarios, such as,

overflow, underflow and convergent rounding.

e  Flexible cascading across slices to get larger functions
e RTL Synthesis friendly synchronous reset on all registers, while still supporting asynchronous reset for legacy users
e Dynamic MUX selection to allow Time Division Multiplexing (TDM) of resources for applications that require

processor-like flexibility that enables different functions for each clock cycle
For most cases, as shown in Figure 2.14, the ECP5/ECP5-5G sysDSP slice is backwards-compatible with the
LatticeECP2™ and LatticeECP3™ sysDSP block, such that, legacy applications can be targeted to the ECP5/ ECP5-5G
sysDSP slice. Figure 2.14 shows the diagram of sysDSP, and Figure 2.15 shows the detailed diagram.
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Figure 2.14. Simplified sysDSP Slice Block Diagram
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2.11.1.1. Input FIFO

The ECP5/ECP5-5G PIO has dedicated input FIFO per single-ended pin for input data register for DDR Memory
interfaces. The FIFO resides before the gearing logic. It transfers data from DQS domain to continuous ECLK domain. On
the Write side of the FIFQ, it is clocked by DQS clock which is the delayed version of the DQS Strobe signal from DDR
memory. On the Read side of FIFOQ, it is clocked by ECLK. ECLK may be any high speed clock with identical frequency as
DQS (the frequency of the memory chip). Each DQS group has one FIFO control block. It distributes FIFO read/write
pointer to every PIC in same DQS group. DQS Grouping and DQS Control Block is described in DDR Memory Support
section on page 35.

Table 2.8. Input Block Port Description

Name Type Description

D Input High Speed Data Input

Q[1:0]/Q[3:0]/Q[6:0] Output Low Speed Data to the device core

RST Input Reset to the Output Block

SCLK Input Slow Speed System Clock

ECLK Input High Speed Edge Clock

DQS Input Clock from DQS control Block used to clock DDR memory data
ALIGNWD Input Data Alignment signal from device core.

2.11.2. Output Register Block
The output register block registers signal from the core of the device before they are passed to the syslO buffers.

ECP5/ECP5-5G output data path has output programmable flip flops and output gearing logic. On the left and right
sides, the output register block can support 1x, 2x and 7:1 gearing enabling high speed DDR interfaces and DDR
memory interfaces. On the top side, the banks support 1x gearing. ECP5/ECP5-5G output data path diagram is shown in
Figure 2.19. The programmable delay cells are also available in the output data path.

For detailed description of the output register block modes and usage, refer to ECP5 and ECP5-5G High-Speed 1/0
Interface (TN1265).

| Programmable »
D P Delay Cell »Q
» OUTFF »
»
RST >
SCLK » Generic
D[1:0] > ODDRX1

Figure 2.19. Output Register Block on Top Side
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Data Sheet
Table 2.14. Available SERDES Duals per LFESUM/LFESUMS5G Devices
Package LFESUM/LFESUM5G-25 LFESUM/LFESUM5G-45 LFESUM/LFESUM5G-85
285 csfBGA 1 1 1
381 caBGA 1 2 2
554 caBGA — 2 2
756 caBGA — — 2

2.15.1. SERDES Block

A SERDES receiver channel may receive the serial differential data stream, equalize the signal, perform Clock and Data
Recovery (CDR) and de-serialize the data stream before passing the 8- or 10-bit data to the PCS logic. The SERDES
transmitter channel may receive the parallel 8- or 10-bit data, serialize the data and transmit the serial bit stream
through the differential drivers. Figure 2.28 shows a single-channel SERDES/PCS block. Each SERDES channel provides a
recovered clock and a SERDES transmit clock to the PCS block and to the FPGA core logic.

Each transmit channel, receiver channel, and SERDES PLL shares the same power supply (VCCA). The output and input
buffers of each channel have their own independent power supplies (VCCHTX and VCCHRX).

|
: SERDES I PCS | FPGA Core
| : Recovered Clock* !
| RX_REFCLK — Y T : P> Recovered Clock
! |
| | :
| A
Y ! A 4 v 4 I
HDINP ) Clock/Data Deserializer Polarity Word Alignment CTC Downsample | .
HDINN gj>{ Equalizer Recovery 1:8/1:10 | | Adjust 8b/10b Decoder FIFO AFo [ P> Receive Data
|
I Receiver | !
Bypass B Bypass
: : VP Ypass | TS d] Receive Clock
| | :
|
| TXREFCLK ~ — TXPLL : P SERDES Tx Clock
| (Per Dual) A 1 |
I 1 , I
I De-emphasis ! 8b/10b Upsample ! .
! Tx Driver | Encoder FIFO |«—— ] Transmit Data
HDouTP Serializer | :
: H | .
HDOUTN 8:1/10:1 T Bypass *—D Transmit Clock
| | Bypass |
| | !
| | !
L S |

*1/8 or 1/10 line rate

Figure 2.28. Simplified Channel Block Diagram for SERDES/PCS Block

2.15.2. PCS

As shown in Figure 2.28, the PCS receives the parallel digital data from the deserializer and selects the polarity,
performs word alignment, decodes (8b/10b), provides Clock Tolerance Compensation and transfers the clock domain
from the recovered clock to the FPGA clock via the Down Sample FIFO.

For the transmit channel, the PCS block receives the parallel data from the FPGA core, encodes it with 8b/10b, selects
the polarity and passes the 8/10 bit data to the transmit SERDES channel.

The PCS also provides bypass modes that allow a direct 8-bit or 10-bit interface from the SERDES to the FPGA logic. The
PCS interface to the FPGA can also be programmed to run at 1/2 speed for a 16-bit or 20-bit interface to the FPGA logic.
Some of the enhancements in LFESUM/LFESUM5G SERDES/PCS include:

e Higher clock/channel granularity: Dual channel architecture provides more clock resource per channel.

e Enhanced Tx de-emphasis: Programmable pre- and post-cursors improves Tx output signaling

e  Bit-slip function in PCS: Improves logic needed to perform Word Alignment function

Refer to ECP5 and ECP5-5G SERDES/PCS Usage Guide (TN1261) for more information.

© 2014-2018 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal.
All other brand or product names are trademarks or registered trademarks of their respective holders. The specifications and information herein are subject to change without notice.

FPGA-DS-02012-1.9 43


http://www.latticesemi.com/legal
http://www.latticesemi.com/view_document?document_id=50463

= LATTICE

2.15.3. SERDES Client Interface Bus

The SERDES Client Interface (SCI) is an IP interface that allows the user to change the configuration thru this interface.
This is useful when the user needs to fine-tune some settings, such as input and output buffer that need to be
optimized based on the channel characteristics. It is a simple register configuration interface that allows SERDES/PCS
configuration without power cycling the device.

The Diamond design tools support all modes of the PCS. Most modes are dedicated to applications associated with a
specific industry standard data protocol. Other more general purpose modes allow users to define their own operation.
With these tools, the user can define the mode for each dual in a design.

Popular standards such as 10 Gb Ethernet, x4 PCl Express and 4x Serial RapidlO can be implemented using IP (available
through Lattice), with two duals (Four SERDES channels and PCS) and some additional logic from the core.

The LFESUM/LFE5UM5G devices support a wide range of protocols. Within the same dual, the LFESUM/ LFESUM5G
devices support mixed protocols with semi-independent clocking as long as the required clock frequencies are integer
x1, x2, or x11 multiples of each other. Table 2.15 lists the allowable combination of primary and secondary protocol
combinations.

2.16. Flexible Dual SERDES Architecture

The LFESUM/LFE5UMS5G SERDES architecture is a dual channel-based architecture. For most SERDES settings and
standards, the whole dual (consisting of two SERDES channels) is treated as a unit. This helps in silicon area savings,
better utilization, higher granularity on clock/SERDES channel and overall lower cost.

However, for some specific standards, the LFESUM/LFE5UM5G dual-channel architecture provides flexibility; more
than one standard can be supported within the same dual.

Table 2.15 lists the standards that can be mixed and matched within the same dual. In general, the SERDES standards
whose nominal data rates are either the same or a defined subset of each other, can be supported within the same
dual. The two Protocol columns of the table define the different combinations of protocols that can be implemented
together within a Dual.

Table 2.15. LFESUM/LFESUM5G Mixed Protocol Support

Protocol Protocol

PCl Express 1.1 with SGMII

PCl Express 1.1 with Gigabit Ethernet
CPRI-3 with CPRI-2 and CPRI-1
3G-SDI with HD-SDI and SD-SDI

There are some restrictions to be aware of when using spread spectrum clocking. When a dual shares a PCl Express x1
channel with a non-PCI Express channel, ensure that the reference clock for the dual is compatible with all protocols
within the dual. For example, a PCI Express spread spectrum reference clock is not compatible with most Gigabit
Ethernet applications because of tight CTC ppm requirements.

While the LFESUM/LFESUMS5G architecture will allow the mixing of a PCI Express channel and a Gigabit Ethernet, or
SGMII channel within the same dual, using a PCI Express spread spectrum clocking as the transmit reference clock will
cause a violation of the Gigabit Ethernet, and SGMII transmit jitter specifications.

For further information on SERDES, refer to ECP5 and ECP5-5G SERDES/PCS Usage Guide (TN1261).

2.17. IEEE 1149.1-Compliant Boundary Scan Testability

All ECP5/ECP5-5G devices have boundary scan cells that are accessed through an IEEE 1149.1 compliant Test Access
Port (TAP). This allows functional testing of the circuit board on which the device is mounted through a serial scan path
that can access all critical logic nodes. Internal registers are linked internally, allowing test data to be shifted in and
loaded directly onto test nodes, or test data to be captured and shifted out for verification. The test access port
consists of dedicated I/Os: TDI, TDO, TCK and TMS. The test access port uses VCCIO8 for power supply.

For more information, refer to ECP5 and ECP5-5G sysCONFIG Usage Guide (TN1260).
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Table 3.20. Register-to-Register Performance

Function -8 Timing Unit
Basic Functions
16-Bit Decoder 441 MHz
32-Bit Decoder 441 MHz
64-Bit Decoder 332 MHz
4:1 Mux 441 MHz
8:1 Mux 441 MHz
16:1 Mux 441 MHz
32:1 Mux 441 MHz
8-Bit Adder 441 MHz
16-Bit Adder 441 MHz
64-Bit Adder 441 MHz
16-Bit Counter 384 MHz
32-Bit Counter 317 MHz
64-Bit Counter 263 MHz
64-Bit Accumulator 288 MHz
Embedded Memory Functions
1024x18 True-Dual Port RAM (Write Through or Normal), with EBR Output Registers 272 MHz
1024x18 True-Dual Port RAM (Read-Before-Write), with EBR Output Registers 214 MHz
Distributed Memory Functions
16 x 2 Pseudo-Dual Port or 16 x 4 Single Port RAM (One PFU) 441 MHz
16 x 4 Pseudo-Dual Port (Two PFUs) 441 MHz
DSP Functions
9 x 9 Multiplier (All Registers) 225 MHz
18 x 18 Multiplier (All Registers) 225 MHz
36 x 36 Multiplier (All Registers) 225 MHz
18 x 18 Multiply-Add/Sub (All Registers) 225 MHz
18 x 18 Multiply/Accumulate (Input and Output Registers) 225 MHz
Notes:

1. These functions were generated using Lattice Diamond design software tool. Exact performance may vary with the device and
the design software tool version. The design software tool uses internal parameters that have been characterized but are not
tested on every device.

2. Commercial timing numbers are shown. Industrial numbers are typically slower and can be extracted from Lattice Diamond
design software tool.

3.16. Derating Timing Tables

Logic timing provided in the following sections of this data sheet and the Diamond design tools are worst case numbers
in the operating range. Actual delays at nominal temperature and voltage for best case process, can be much better
than the values given in the tables. The Diamond design tool can provide logic timing numbers at a particular
temperature and voltage.

www.latticesemi.com/legal


http://www.latticesemi.com/legal

=LATTICE

3.19. sysCLOCK PLL Timing

Over recommended operating conditions.

Table 3.23. sysCLOCK PLL Timing

Parameter Descriptions Conditions Min Max Units
fin Input Clock Frequency (CLKI, CLKFB) — 8 400 MHz
four Output Clock Frequency (CLKOP, CLKOS) — 3.125 400 MHz
fuco PLL VCO Frequency — 400 800 MHz
feep3 Phase Detector Input Frequency — 10 400 MHz
AC Characteristics
tor Output Clock Duty Cycle — 45 55 %
tpHa Output Phase Accuracy - -5 5 %
four 2 100 MHz — 100 S p-
Output Clock Period Jitter o PSPP
four < 100 MHz — 0.025 UIPP
. four 2100 MHz — 200 ps p-p
toputt Output Clock Cycle-to-Cycle Jitter
four < 100 MHz — 0.050 UIPP
fpep 2 100 MHz — 200 S p-
Output Clock Phase litter o pspP
fprp < 100 MHz — 0.011 UIPP
tspo Static Phase Offset D|V|'der ratio = - 400 ps p-p
integer
tw Output Clock Pulse Width At 90% or 10% 0.9 — ns
trock? PLL Lock-in Time — — 15 ms
tunLock PLL Unlock Time — — 50 ns
feep = 20 MHz — 1,000 s p-
tipnt Input Clock Period Jitter P PSPp
fprp < 20 MHz — 0.02 UIPP
th Input Clock High Time 90% to 90% 0.5 — ns
to Input Clock Low Time 10% to 10% 0.5 - ns
trsT RST/ Pulse Width — 1 — ms
trsTREC RST Recovery Time — 1 _ ns
tLoAD_REG Min Pulse for CIB_LOAD_REG — 10 _ ns
¢ Min time for CIB dynamic phase controls to be stable _ 5 _ ns
ROTATE-SETUP fore CIB_ROTATE
tROTATE-WD Min pulse width for CIB_ROTATE to maintain “0” or — 4 — VCO cycles
Notes:
1. Jitter sample is taken over 10,000 samples for Periodic jitter, and 2,000 samples for Cycle-to-Cycle jitter of the primary PLL
output with clean reference clock with no additional 1/0 toggling.
2. Output clock is valid after t ock for PLL reset and dynamic delay adjustment.
3. Period jitter and cycle-to-cycle jitter numbers are guaranteed for fppp > 10 MHz. For fppp < 10 MHz, the jitter numbers may not

be met in certa

in conditions.
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s20.  SERDES High-Speed Data Transmitter

Table 3.24. Serial Output Timing and Levels

Symbol Description Min Typ Max Unit
V1X-DIFF-PP Peak-Peak Differential voltage on selected amplitude® 2 -25% — 25% mV, p-p
V1x-cM-DC Output common mode voltage — Veenrx / 2 - mV, p-p
Trx-r Rise time (20% to 80%) 50 — — ps
Trx-r Fall time (80% to 20%) 50 — — ps
Trx-cm-Ac-p RMS AC peak common-mode output voltage — — 20 mV

Single ended output impedance for 50/75 Q -20% 50/75 20% Q
Lo se Single ended output impedance for 6K Q -25% 6K 25% Q
RLwx_pirr Differential return loss (with package included) 3 — — -10 dB
RLrx_com Common mode return loss (with package included) 3 — — -6 dB

Notes:

1. Measured with 50 Q Tx Driver impedance at V¢cyrxt5%.

2. Referto ECP5 and ECP5-5G SERDES/PCS Usage Guide (TN1261) for settings of Tx amplitude.

3. Returnlos =-10 dB (differential), -6 dB (common mode) for 100 MHz < f <= 1.6 GHz with 50 Q output impedance configuration.
This includes degradation due to package effects.

Table 3.25. Channel Output Jitter

Description Frequency Min Typ Max Unit
Deterministic 5 Gb/s - — TBD Ul, p-p
Random 5 Gb/s — — TBD Ul, p-p
Total 5 Gb/s — — TBD Ul, p-p
Deterministic 3.125 Gb/s - — 0.17 Ul, p-p
Random 3.125 Gb/s — — 0.25 Ul, p-p
Total 3.125 Gb/s — — 0.35 ul, p-p
Deterministic 2.5 Gb/s — — 0.17 Ul, p-p
Random 2.5Gb/s — — 0.20 ul, p-p
Total 2.5 Gb/s — — 0.35 ul, p-p
Deterministic 1.25 Gb/s — — 0.10 Ul, p-p
Random 1.25 Gb/s — — 0.22 ul, p-p
Total 1.25 Gb/s — — 0.24 Ul, p-p

Notes:

1. Values are measured with PRBS 27-1, all channels operating, FPGA logic active, I/Os around SERDES pins quiet, reference clock

@ 10X mode.

2. For ECP5-5G family devices only.

© 2014-2018 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal.
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3.21. SERDES/PCS Block Latency

Table 3.26 describes the latency of each functional block in the transmitter and receiver. Latency is given in parallel
clock cycles. Figure 3.13 shows the location of each block.

Table 3.26. SERDES/PCS Latency Breakdown

Item Description ‘ Min ‘ Avg ‘ Max ‘ Fixed | Bypass | Unit®
Transmit Data Latency”
FPGA Bridge - Gearing disabled with same clocks 3 — 4 — 1 byte clk
T FPGA Bridge - Gearing enabled 5 — — — word clk
T2 8b10b Encoder — — — 2 1 byte clk
T3 SERDES Bridge transmit — — — 2 1 byte clk
T2 Serializer: 8-bit mode — - — 15+A1 — Ul + ps
Serializer: 10-bit mode — — — 18 + Al — Ul + ps
T5 Pre-emphasis ON — — — 1+A2 — Ul + ps
Pre-emphasis OFF - - - 0+A3 — Ul + ps
Receive Data Latency?
R1 Equalization ON — — — Al — Ul + ps
Equalization OFF — — — A2 — Ul + ps
R2 Deserializer: 8-bit mode — — — 10+ A3 — Ul + ps
Deserializer: 10-bit mode — — — 12 + A3 — Ul + ps
R3 SERDES Bridge receive — — — 2 — byte clk
R4 Word alignment 3.1 — 4 — 1 byte clk
R5 8b10b decoder - - - 1 0 byte clk
R6 Clock Tolerance Compensation 7 15 23 — 1 byte clk
R7 FPGA Bridge - Gearing disabled with same clocks 4 - — 1 byte clk
FPGA Bridge - Gearing enabled 7 — 9 — — word clk
Notes:

1. A1=-245ps, A2 = +88 ps, A3 = +112 ps.
2. Al=+118 ps, A2 = +132 ps, A3 = +700 ps.

3.  byte clk = 8Uls (8-bit mode), or 10 Uls (10-bit mode); word clk = 16Uls (8-bit mode), or 20 Uls (10-bit mode).

SERDES

REFCLK

FPGA Core

FPGA

Receiver

HDINPi [ Deserializer
HDINNi

Buffer
FIFO

vy

Elastic

BYPASS

Down

EBRD Clock

*  Receive Data

Sample ——#»

FIFO

* FPGA

* Receive Clock

*

REFCLK Transmit Clock
——P TXPLL

8:1/10:1

HDOUTNi [

N @ ' .ﬂ Polarity >
HDOUTPi [ Serializer Adjust
-
O———

!
t
Transmitter }
|
|

Encoder

BYPASS

@

Sample 41

FIFO
A

BYPASS

>
+ FPGA
* Transmit Clock

p—L Transmit Data

Figure 3.13. Transmitter and Receiver Latency Block Diagram
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Table 3.36. Receive and Jitter Tolerance

Symbol Description Test Conditions Min Typ Max Unit
RLrx_piFr Differential return loss From 100 MHz to 2.5 GHz 10 — — dB
RLrx_cm Common mode return loss From 100 MHz to 2.5 GHz 6 — — dB
ZRx_DIFF Differential termination resistance — 80 100 120 Q
Jrx o34 Deterministic jitter tolerance (peak-to-peak) — — — 0.37 Ul
Jrx %34 Random jitter tolerance (peak-to-peak) — — — 0.18 Ul
Jrx_s% 34 Sinusoidal jitter tolerance (peak-to-peak) — — — 0.10 ul
Jrx 234 Total jitter tolerance (peak-to-peak) — — — 0.65 Ul
Trx_eve Receiver eye opening — 0.35 — _ ul
Notes:

1. Totaljitter includes deterministic jitter, random jitter and sinusoidal jitter.

2. litter values are measured with each high-speed input AC coupled into a 50 Q impedance.

3. Jitter and skew are specified between differential crossings of the 50% threshold of the reference signal.

4. litter tolerance, Differential Input Sensitivity and Receiver Eye Opening parameters are characterized when Full Rx Equalization
is enabled.

3.29. Gigabit Ethernet/SGMII(1.25Gbps)/CPRI LV E.12 Electrical and Timing
Characteristics

3.29.1. AC and DC Characteristics
Table 3.37. Transmit

Symbol Description Test Conditions Min Typ Max Unit

Tre Differential rise/fall time 20% to 80% — 80 — ps

Z1x_DIFF_DC Differential impedance — 80 100 120 Q

I poi%3 Output data deterministic jitter — — — 0.10 ul

I b %3 Total output data jitter — — — 0.24 ul
Notes:

1. Totaljitter includes both deterministic jitter and random jitter. The random jitter is the total jitter minus the actual
deterministic jitter.

2. litter values are measured with each CML output AC coupled into a 50 Q impedance (100 Q differential impedance).

3. litter and skew are specified between differential crossings of the 50% threshold of the reference signal.

Table 3.38. Receive and lJitter Tolerance

Symbol Description Test Conditions Min Typ Max Unit
RLrx_pifr Differential return loss From 100 MHz to 1.25 GHz 10 — — dB
RLrx_cm Common mode return loss From 100 MHz to 1.25 GHz 6 — — dB
ZRX_DIFF Differential termination resistance — 80 100 120 Q
Jrx o234 Deterministic jitter tolerance (peak-to-peak) — — — 0.34 Ul
Jrx 234 Random jitter tolerance (peak-to-peak) — — — 0.26 Ul
Jrx s 234 Sinusoidal jitter tolerance (peak-to-peak) — — — 0.11 ul
Jpx 234 Total jitter tolerance (peak-to-peak) — — — 0.71 ul
Trx_eve Receiver eye opening - 0.29 — — ul
Notes:

1. Totaljitter includes deterministic jitter, random jitter and sinusoidal jitter.

2. lJitter values are measured with each high-speed input AC coupled into a 50 Q impedance.

3. litter and skew are specified between differential crossings of the 50% threshold of the reference signal.

4. Jitter tolerance, Differential Input Sensitivity and Receiver Eye Opening parameters are characterized when Full Rx Equalization
is enabled.

www.latticesemi.com/legal


http://www.latticesemi.com/legal

=LATTICE

WRITEN

BUSY

D[0:7] 4<

—

—

t

SUCBDI

— t
lt—

HCBDI

Byte O Byte 1 ><

>< Byten >—

*In Master Parallel Mode the FPGA provides CCLK (MCLK). In Slave Parallel Mode the external device provides CCLK.

Figure 3.16. sysCONFIG Parallel Port Write Cycle

tSSCL | tSSCH

CCLK (input)

Esuscon _>I<_

HSCDI

DIN

X

DOUT

X

X

Figure 3.17. sysCONFIG Slave Serial Port Timing

I<_ teono
4
|

www.latticesemi.com/legal


http://www.latticesemi.com/legal

=LATTICE

Part number Grade Package Pins Temp. LUTs (K) SERDES
LFE5U-85F-6BG756I -6 Lead free caBGA 756 Industrial 84 No
LFE5U-85F-7BG756I -7 Lead free caBGA 756 Industrial 84 No
LFE5U-85F-8BG756I -8 Lead free caBGA 756 Industrial 84 No
LFESUM-25F-6MG285I -6 Lead free csfBGA 285 Industrial 24 Yes
LFES5UM-25F-7MG285I -7 Lead free csfBGA 285 Industrial 24 Yes
LFESUM-25F-8MG285I -8 Lead free csfBGA 285 Industrial 24 Yes
LFE5UM-25F-6BG381I -6 Lead free caBGA 381 Industrial 24 Yes
LFESUM-25F-7BG381I -7 Lead free caBGA 381 Industrial 24 Yes
LFESUM-25F-8BG381I -8 Lead free caBGA 381 Industrial 24 Yes
LFE5UM-45F-6MG285I -6 Lead free csfBGA 285 Industrial 44 Yes
LFESUM-45F-7MG285I -7 Lead free csfBGA 285 Industrial 44 Yes
LFES5UM-45F-8MG285I -8 Lead free csfBGA 285 Industrial 44 Yes
LFES5UM-45F-6BG381lI -6 Lead free caBGA 381 Industrial 44 Yes
LFESUM-45F-7BG381lI -7 Lead free caBGA 381 Industrial 44 Yes
LFESUM-45F-8BG381I -8 Lead free caBGA 381 Industrial 44 Yes
LFESUM-45F-6BG5541 -6 Lead free caBGA 554 Industrial 44 Yes
LFESUM-45F-7BG5541 -7 Lead free caBGA 554 Industrial 44 Yes
LFESUM-45F-8BG5541 -8 Lead free caBGA 554 Industrial 44 Yes
LFES5UM-85F-6MG285I -6 Lead free csfBGA 285 Industrial 84 Yes
LFE5UM-85F-7MG285I -7 Lead free csfBGA 285 Industrial 84 Yes
LFESUM-85F-8MG285I -8 Lead free csfBGA 285 Industrial 84 Yes
LFES5UM-85F-6BG381I -6 Lead free caBGA 381 Industrial 84 Yes
LFESUM-85F-7BG381I -7 Lead free caBGA 381 Industrial 84 Yes
LFESUM-85F-8BG381I -8 Lead free caBGA 381 Industrial 84 Yes
LFE5UM-85F-6BG5541 -6 Lead free caBGA 554 Industrial 84 Yes
LFES5UM-85F-7BG5541 -7 Lead free caBGA 554 Industrial 84 Yes
LFESUM-85F-8BG5541 -8 Lead free caBGA 554 Industrial 84 Yes
LFES5UM-85F-6BG756I -6 Lead free caBGA 756 Industrial 84 Yes
LFESUM-85F-7BG756I -7 Lead free caBGA 756 Industrial 84 Yes
LFE5UM-85F-8BG756I -8 Lead free caBGA 756 Industrial 84 Yes
LFESUM5G-25F-8MG285I -8 Lead free csfBGA 285 Industrial 24 Yes
LFESUM5G-25F-8BG381lI -8 Lead free caBGA 381 Industrial 24 Yes
LFESUM5G-45F-8MG285I -8 Lead free csfBGA 285 Industrial 44 Yes
LFESUM5G-45F-8BG381lI -8 Lead free caBGA 381 Industrial 44 Yes
LFESUM5G-45F-8BG554I -8 Lead free caBGA 554 Industrial 44 Yes
LFES5UM5G-85F-8MG285I -8 Lead free csfBGA 285 Industrial 84 Yes
LFESUM5G-85F-8BG381I -8 Lead free caBGA 381 Industrial 84 Yes
LFESUM5G-85F-8BG5541 -8 Lead free caBGA 554 Industrial 84 Yes
LFESUM5G-85F-8BG756I -8 Lead free caBGA 756 Industrial 84 Yes
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Revision History

Date

Version

Section

Change Summary

March 2018

19

All

Updated formatting and page referencing.

General Description

Updated Table 1.1. ECP5 and ECP5-5G Family Selection Guide. Added
caBGA256 package in LFE5SU-45.

Architecture

Added a row for SGMII in Table 2.13. LFESUM/LFE5SUM5G SERDES
Standard Support. Updated footnote #1.

DC and Switching
Characteristics

Updated Table 3.2. Recommended Operating Conditions.

Added 2 rows and updated values in Table 3.7. DC Electrical
Characteristics.

Updated Table 3.8. ECP5/ECP5-5G Supply Current (Standby).

Updated Table 3.11. sysl/O Recommended Operating Conditions.

Updated Table 3.12. Single-Ended DC Characteristics.

Updated Table 3.13. LVDS.

Updated Table 3.14. LVDS25E DC Conditions.

Updated Table 3.21. ECP5/ECP5-5G Maximum I/O Buffer Speed.

Updated Table 3.28. Receiver Total Jitter Tolerance Specification.

Updated header name of section 3.28 CPRI LV E.24/SGMII(2.5Gbps)
Electrical and Timing Characteristics.

Updated header name of section 3.29 Gigabit
Ethernet/SGMII(1.25Gbps)/CPRI LV E.12 Electrical and Timing
Characteristics

Pinout Information

Updated table in section 4.3.2 LFE5U.

Ordering Information

Added table rows in 5.2.1 Commercial.

Added table rows in 5.2.2 Industrial.

Supplemental
Information

Updated For Further Information section.

November 2017

1.8

General Description

Updated Table 1.1. ECP5 and ECP5-5G Family Selection Guide. Added
caBGA256 package in LFE5SU-12 and LFE5U-25.
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(Continued)

Date

Version

Section

Change Summary

August 2014

1.2

DC and Switching
Characteristics

SERDES High-Speed Data Receiver section. Updated Table 3.26. Serial
Input Data Specifications, Table 3.28. Receiver Total Jitter Tolerance
Specification, and Table 3.29. External Reference Clock Specification
(refclkp/refclkn).

Modified section heading to XXAUI/CPRI LV E.30 Electrical and Timing
Characteristics. Updated Table 3.33 Transmit and Table 3.34. Receive
and litter Tolerance.

Modified section heading to CPRI LV E.24 Electrical and Timing
Characteristics. Updated Table 3.35. Transmit and Table 3.36. Receive
and litter Tolerance.

Modified section heading to Gigabit Ethernet/SGMII/CPRI LV E.12
Electrical and Timing Characteristics. Updated Table 3.37. Transmit and
Table 3.38. Receive and Jitter Tolerance.

June 2014

11

Ordering Information

Updated ECP5/ECP5-5G Part Number Description and Ordering Part
Numbers sections.

March 2014

1.0

All

Initial release.
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