E 0)( Sice Semiconductor Corporation - LFESUM5G-85F-8MG285C Datasheet

Welcome to E-XFL.COM

Understanding Embedded - FPGAs (Field
Programmable Gate Array)

Embedded - FPGAs, or Field Programmable Gate Arrays,
are advanced integrated circuits that offer unparalleled
flexibility and performance for digital systems. Unlike
traditional fixed-function logic devices, FPGAs can be
programmed and reprogrammed to execute a wide array
of logical operations, enabling customized functionality
tailored to specific applications. This reprogrammability
allows developers to iterate designs quickly and implement
complex functions without the need for custom hardware.

Applications of Embedded - FPGAs

The versatility of Embedded - FPGAs makes them
indisnensahle in numerous fields. In telecommunications.

Details

Product Status Active
Number of LABs/CLBs 21000
Number of Logic Elements/Cells 84000
Total RAM Bits 3833856
Number of I/O 118

Number of Gates -

Voltage - Supply 1.045V ~ 1.155V

Mounting Type Surface Mount

Operating Temperature 0°C ~ 85°C (T))

Package / Case 285-LFBGA, CSPBGA

Supplier Device Package 285-CSFBGA (10x10)

Purchase URL https://www.e-xfl.com/product-detail/lattice-semiconductor/Ife5um5g-85f-8mg285c

Email: info@E-XFL.COM Address: Room A, 16/F, Full Win Commercial Centre, 573 Nathan Road, Mongkok, Hong Kong



https://www.e-xfl.com/product/pdf/lfe5um5g-85f-8mg285c-4484033
https://www.e-xfl.com
https://www.e-xfl.com/product/filter/embedded-fpgas-field-programmable-gate-array

=LATTICE

Contents
WYl oY o120 s F T o T I o T o ol U Ly =T o | SRS 9
L. GENEIAl DESCIIPTION ettt ettt ettt e et e s bt e et e sttt e bt e s bt e e bt e sabeeeabeesabeeeabeesabeeeneesbaeenneesane 10
1.1. FATUIES ittt ettt e ettt et e e e sttt et et e e e s abe bt e e e e e e s e an b e e e e eeese e anbbeeeeeeaeaanbbeaeeeeeeeanbbaaeeeeeenaan 10
B X ol Y1 =Tt { U] o <SPPI 12
2.1. OVEBIVIBW ...ttt ettt ettt et e e ettt et e e e e s uaa bt e e e e e e s e uaa bt e e eeeeseass b e aeeeee s e as b b eeeeeeseaanbeeaeeeesesanbanaeeeesesannnnaeaeens 12
2.2, PRU BIOCKS ..eeiteeeteestee et sttt ettt ettt et s bttt e st e bt e et e e bt e e bt e e bteenbeeesabeebteesabeenabeesabeesabeesabeenabeesabaenaneens 13
0 ] [T OO OO U PP PPPRTPRROt 14
P S Y, oo [T o @ o 1Y =1 d e o FO OO PO PORUP R PPRRTPRROt 17
2.3. ROUTING ettt ettt e e ettt e e e s r e et e e e s e s e s e e et e s e saan e r e e et e e e seannraneeeeesesannrenneeeesenans 18
2.4, ClOCKING SEIUCTUIE ..ttt sttt e st e e bt e sab e et esa b e e eabee st e e eabeesabeesabeesabeeenneens 18
Nt V1 @ 10 G o I RPNt 18
2.5. ClOCK DiStriDULION NETWOIK ...eeiiiiiieiiiiiie ettt ettt e st e e stae e e sta e e e s s be e e ssabteessbbeeessabaeessnneaeessseeenns 19
T N o 1 o - YA [ Yol <SR 20
T B Lo I~ =X 6o ol OO PO PO PP PPNt 21
2.6. [0l o ol Q1 D1V o [T OO UOUPUR 22
2.7. (]3] ] 5 OO TP UORUUPPR 23
2.8. SYSIMEEIM IMIEIMIOIY .ttt sttt e e s r e e e s e s aa et e e e s e s baaeeeeesesennnaee 24
2.8. 1. SYSMEM MEMOIY BIOCK ..c.uutiiiiiiiiiieiiieiieeeite ettt sttt ettt st sat e st e st e st e saneesabe e e st e sabeeebeesabeeenneenane 24
2.8.2.  BUS SIZE IMALCRING .ooneeeieiieieee ettt sttt st s b e st e st e st e s bt e s bt e e bt e s b e e ebeesbeeenneeeane 25
2.8.3.  RAM Initialization and ROM OPEration ........cooueeriieiiieniieiieeeieestee sttt ettt sete st e s bt e sbeesbeesbeessneesane 25
2.8. 4, MEMOIY CASCATING ...veieieiieteiiieee ettt e et ee e sttt e e e sttt e e s subteeesabeeeeaasbeeesaabbeeesabbeeeesbaeesanseeessabeeeeaanbaeesannaaessasseaennn 25
2.8.5. Single, Dual and PseUdo-DUal POIt IMIOTES ......ccccuiiieieiiiecciiee ettt e eette e e ettee e et e e e etae e e streeeesataeeseasaeeesnsaeaeans 25
2.8.6.  MEMOIY COM@ RESEL .....eieiiieie ittt ettt ettt e e e s et e e e e e s r e e e e e e e s aber e e e eeeesennnreeeeeeeseannnnaneeeaesannns 26
2.9. SYS DS PT™ SIICE wuttiettteeitt ettt ettt ettt st e h e h e bt e h et bt e h e e e bt e e s h et e bt e e sa b e e bt e e s he e e bt e e abeebe e e sareeenteesareennes 26
2.9.1. sysDSP Slice Approach Compared t0 GENEIAl DSP ........coiiiuiiiiiiiiie et cee et sere e sre e e st e s eaae e s snaeeeens 26
2.9.2.  SYSDSP Slice ArChiteCtUIre FEAtUIES .....coiuiiiiiieiieeeiee sttt sttt sttt st sb e st e s bt e s e ebeesbeeenneesane 27
210, Programmable [/O CelIIS .......cuiiiriiriie ettt stes ettt ettt st st aeese et e e et e ssesbesaeesee st enaensensensesaeeresneeneennans 30
70 T R [ TP UUPUR PPNt 32
2.11.1. INPUE REGISTEI BIOCK.....ciiiitiieiiiee ettt ettt e et e e s sttt e e sbbt e e e sabe e e seabeeesbbeeessabeeennnnee 32
2.11.2. OULPUL REGISTEI BIOCK. ....eiiiiiiieieiei ettt ettt e e et e s st e e e sabe e e e sabbeeesabaeesaraeas 33
2,12, Tristate ReGISTEr BIOCK.......ciiiiiiiieiei ettt st e e st e e e sabe e e seabe e e s sabbe e e e nbeeesnaneeas 34
2.13.  DDR MEMOIY SUPPOIT .ottt et ettt et et et et et et et et et e tetetetetetetetetetatesetaresererererereterererererererererererene 35
2.13.1. DQS Grouping fOr DDR IMIEBMOIY ... .uuiiieiiiie ettt e siteeeestteesesaeeeesesaeeaessteeessseeeessseesessssessasssesesnsseesessssessanne 35
2.13.2. DLL Calibrated DQS Delay and Control BIock (DQSBUF)........cccuieiieeiiiiesreeeireesieeeiteesveenreeseveessaeesnne e e 36
A S VA L N T =Y SRS
2.14.1. sysl/O Buffer Banks
2.14.2. Typical sysl/O 1/O Behavior dUriNG POWEI-UP ....cccuieiveeeereiieeeieeeereeetreesteeetveestaeeetseesaseessreessseessseesaseessnes 39
2,14.3, SUPPOIrted SYSI/O StANAAIAS ....ccviieiieeiie ettt ettt ettt e et e e be e et e e e beesbeeebeeeabeeeabeesbeesnsessnbaesareean 39
2.14.4. On-Chip Programmable Termination ........cc.eeieciiiiiciiee e cciee et e e e e see e s eee e e saae e e e ssbaeeeenneeeennnneas 40
2.14.5. [ Lo Y Yo ol =Y i1 V-SSR 40
2.15.  SERDES and Physical CodiNg SUBIQYET .......cccuiiiieiii ettt e e et e e s saae e e e sbae e e enaeeesnnneeas 41
2.15.1. Y 121 Y 2] o ol OSSP 43
2.15.2, o TP STRT PR 43
2.15.3. SERDES CHENT INTEITACE BUS ...viiiiiiieieiiiiee ettt ettt sttt e e et e e st e e e sbae e e ssaba e e ssabaeeesbbeeesanbaeesnasaeas 44
2.16.  Flexible Dual SERDES ArChItECIUIE ...ciiiuiiei ettt ettt et e e st e e st e e e s saba e e s sbbeeesabaeesnaneeas 44
2.17. IEEE 1149.1-Compliant Boundary Scan Testability .......ccccccieiieiiiie e 44
B T B 1NV ol @ o ¥ T T | 4 o] o RS 45
2.18.1. Enhanced Configuration OPLIONS .......cccuiiiieiiii ettt e e e e e e e e s e e e e s e e e eenraeesnseeeesnsseeeannes 45
2.18.2. Single Event UpPSet (SEU) SUPPOIT ..iiieieeiiiieeeciie ettt s e sttee e et e e e aee e e stae e s e s taeessnnaaeessnsaeeessseeesennneeesnnsenas 45
2.18.3. ON=ChiP OSCIIAtON w.viiiieiee ettt e e et e et e e sttt e e s sa bt e e s sabbee e sabbaeessabbeeseasteeesnraeas 46
2,19, DENSItY SHITLING ..eeiiiiiieeeiee et ettt e sttt e e e a bt e e s abbe e e sabb e e e e abeeesaabeee e sbbe e e e abaeeseanaeas 46
3. DC and SWitChing CharaCteriStiCS ......eiuiiiiriiiiiiiiee ettt sttt ste e e e sttt e s s sabe e e ssabae e s sttt e e ssabeeessanbeeessseeanns 47

www.latticesemi.com/legal


http://www.latticesemi.com/legal

= LATTICE

From

\Rourjng/

v o v

LUT4 & LUT4 &
CARRY CARRY

Slice 0 Slice 1 Slice 2 Slice 3

D D D D D D D D
FF FF FF FF FF FF FF FF

v v v v v v v v v v v v v v v v
To

W

Figure 2.2. PFU Diagram

2.2.1. Slice

Each slice contains two LUT4s feeding two registers. In Distributed SRAM mode, Slice 0 through Slice 2 are configured
as distributed memory, and Slice 3 is used as Logic or ROM. Table 2.1 shows the capability of the slices along with the
operation modes they enable. In addition, each PFU contains logic that allows the LUTs to be combined to perform
functions such as LUTS5, LUT6, LUT7 and LUT8. There is control logic to perform set/reset functions (programmable as
synchronous/ asynchronous), clock select, chip-select and wider RAM/ROM functions.

Table 2.1. Resources and Modes Available per Slice

. PFU (Used in Distributed SRAM) PFU (Not used as Distributed SRAM)
Slice Resources Modes Resources Modes
Slice 0 2 LUT4s and 2 Registers RAM 2 LUT4s and 2 Registers Logic, Ripple, ROM
Slice 1 2 LUT4s and 2 Registers RAM 2 LUT4s and 2 Registers Logic, Ripple, ROM
Slice 2 2 LUT4s and 2 Registers RAM 2 LUT4s and 2 Registers Logic, Ripple, ROM
Slice 3 2 LUT4s and 2 Registers Logic, Ripple, ROM 2 LUT4s and 2 Registers Logic, Ripple, ROM

Figure 2.3 shows an overview of the internal logic of the slice. The registers in the slice can be configured for
positive/negative and edge triggered or level sensitive clocks.

Each slice has 14 input signals, 13 signals from routing and one from the carry-chain (from the adjacent slice or PFU).
There are five outputs, four to routing and one to carry-chain (to the adjacent PFU). There are two inter slice/ PFU
output signals that are used to support wider LUT functions, such as LUT6, LUT7 and LUTS. Table 2.2 and Figure 2.3 list
the signals associated with all the slices. Figure 2.4 on page 16 shows the connectivity of the inter-slice/PFU signals that
support LUT5, LUT6, LUT7 and LUTS.

www.latticesemi.com/legal



http://www.latticesemi.com/legal

=LATTICE

2.2.2. Modes of Operation

Slices 0-2 have up to four potential modes of operation: Logic, Ripple, RAM and ROM. Slice 3 is not needed for RAM
mode, it can be used in Logic, Ripple, or ROM modes.

Logic Mode

In this mode, the LUTs in each slice are configured as 4-input combinatorial lookup tables. A LUT4 can have 16 possible
input combinations. Any four input logic functions can be generated by programming this lookup table. Since there are
two LUT4s per slice, a LUTS5 can be constructed within one slice. Larger look-up tables such as LUT6, LUT7 and LUT8 can
be constructed by concatenating other slices. Note that LUT8 requires more than four slices.

Ripple Mode
Ripple mode supports the efficient implementation of small arithmetic functions. In ripple mode, the following
functions can be implemented by each slice:
e Addition 2-bit
e  Subtraction 2-bit
e Add/Subtract 2-bit using dynamic control
e Up counter 2-bit
e  Down counter 2-bit
e Up/Down counter with asynchronous clear
e Up/Down counter with preload (sync)
e Ripple mode multiplier building block
e  Multiplier support
e Comparator functions of A and B inputs
e  Agreater-than-or-equal-to B
e Anot-equal-to B
e Aless-than-or-equal-to B
Ripple Mode includes an optional configuration that performs arithmetic using fast carry chain methods. In this

configuration (also referred to as CCU2 mode) two additional signals, Carry Generate and Carry Propagate, are
generated on a per slice basis to allow fast arithmetic functions to be constructed by concatenating Slices.

RAM Mode

In this mode, a 16x4-bit distributed single port RAM (SPR) can be constructed in one PFU using each LUT block in Slice 0
and Slice 1 as a 16 x 2-bit memory in each slice. Slice 2 is used to provide memory address and control signals.

A 16 x 2-bit pseudo dual port RAM (PDPR) memory is created in one PFU by using one Slice as the read-write port and
the other companion slice as the read-only port. The slice with the read-write port updates the SRAM data contents in
both slices at the same write cycle.

ECP5/ECP5-5G devices support distributed memory initialization.

The Lattice design tools support the creation of a variety of different size memories. Where appropriate, the software
will construct these using distributed memory primitives that represent the capabilities of the PFU. Table 2.3 lists the
number of slices required to implement different distributed RAM primitives. For more information about using RAM in
ECP5/ECP5-5G devices, refer to ECP5 and ECP5-5G Memory Usage Guide (TN1264).

Table 2.3. Number of Slices Required to Implement Distributed RAM
SPR16 X 4 PDPR 16 X 4

Number of slices 3 6
Note: SPR = Single Port RAM, PDPR = Pseudo Dual Port RAM

ROM Mode

ROM mode uses the LUT logic; hence, Slices 0 through 3 can be used in ROM mode. Preloading is accomplished
through the programming interface during PFU configuration.

For more information, refer to ECP5 and ECP5-5G Memory Usage Guide (TN1264).
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Figure 2.6. LFESUM/LFESUM5G-85 Clocking

2.5.1. Primary Clocks

The ECP5/ECP5-5G device family provides low-skew, high fan-out clock distribution to all synchronous elements in the
FPGA fabric through the Primary Clock Network.

The primary clock network is divided into four clocking quadrants: Top Left (TL), Bottom Left (BL), Top Right (TR), and
Bottom Right (BR). Each of these quadrants has 16 clocks that can be distributed to the fabric in the quadrant.

The Lattice Diamond software can automatically route each clock to one of the four quadrants up to a maximum of 16
clocks per quadrant. The user can change how the clocks are routed by specifying a preference in the Lattice Diamond
software to locate the clock to specific. The ECP5/ECP5-5G device provides the user with a maximum of 64 unique clock
input sources that can be routed to the primary Clock network.

Primary clock sources are:

e Dedicated clock input pins

e  PLL outputs

e CLKDIV outputs

e Internal FPGA fabric entries (with minimum general routing)

e  SERDES/PCS/PCSDIV clocks

e 0OSCclock

These sources are routed to one of four clock switches called a Mid Mux. The outputs of the Mid MUX are routed to
the center of the FPGA where another clock switch, called the Center MUX, is used to route the primary clock sources
to primary clock distribution to the ECP5/ECP5-5G fabric. These routing muxes are shown in Figure 2.6. Since there is a
maximum of 60 unique clock input sources to the clocking quadrants, there are potentially 64 unique clock domains
that can be used in the ECP5/ECP5-5G Device. For more information about the primary clock tree and connections,
refer to ECP5 and ECP5-5G sysClock PLL/DLL Design and Usage Guide (TN1263).

2.5.1.1. Dynamic Clock Control

The Dynamic Clock Control (DCC), Quadrant Clock enable/disable feature allows internal logic control of the quadrant
primary clock network. When a clock network is disabled, the clock signal is static and not toggle. All the logic fed by
that clock will not toggle, reducing the overall power consumption of the device. The disable function will not create
glitch and increase the clock latency to the primary clock network.

This DCC controls the clock sources from the Primary CLOCK MIDMUX before they are fed to the Primary Center MUXs
that drive the quadrant clock network. For more information about the DCC, refer to ECP5 and ECP5-5G sysClock
PLL/DLL Design and Usage Guide (TN1263).
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e 5*5and larger size 2D blocks — Semi internal DSP Slice support
e Flexible saturation and rounding options to satisfy a diverse set of applications situations
e  Flexible cascading across DSP slices

e  Minimizes fabric use for common DSP and ALU functions

e Enables implementation of FIR Filter or similar structures using dedicated sysDSP slice resources only

e Provides matching pipeline registers

e Can be configured to continue cascading from one row of sysDSP slices to another for longer cascade chains
e  Flexible and Powerful Arithmetic Logic Unit (ALU) Supports:

e Dynamically selectable ALU OPCODE

e Ternary arithmetic (addition/subtraction of three inputs)

e  Bit-wise two-input logic operations (AND, OR, NAND, NOR, XOR and XNOR)

e  Eight flexible and programmable ALU flags that can be used for multiple pattern detection scenarios, such as,

overflow, underflow and convergent rounding.

e  Flexible cascading across slices to get larger functions
e RTL Synthesis friendly synchronous reset on all registers, while still supporting asynchronous reset for legacy users
e Dynamic MUX selection to allow Time Division Multiplexing (TDM) of resources for applications that require

processor-like flexibility that enables different functions for each clock cycle
For most cases, as shown in Figure 2.14, the ECP5/ECP5-5G sysDSP slice is backwards-compatible with the
LatticeECP2™ and LatticeECP3™ sysDSP block, such that, legacy applications can be targeted to the ECP5/ ECP5-5G
sysDSP slice. Figure 2.14 shows the diagram of sysDSP, and Figure 2.15 shows the detailed diagram.

SLICE 1

(%]
j
(@]
m
o

MUP3[35:18]

—>

MUP1[35:18]

MUP2[35:18]
—>

MUP3[17:0]

—>

MUP2[17:0]

—>

MUPO[35:18]

—>

MUP1[17:0]

—»

MUPO[17:0]

—>

OutAO (18)
OutBO (18)
OutA2 (18)
OutB2 (18)
OutA3 (18)
OutB3 (18)

OutA1 (18)

COUT([53:0] (hardwired
cascade to right DSP)

CIN[53:0] (hardwired

1
|
|
|
|
|
|
|
| Accumulator/ALU (54) I—:}I Accumulator/ALU (54) |}

cascade from left DSP) g
i
ALU24 ALU24 | | [ ALU24 ALU24 s
| | | | 1] | | S > Flagsi7:0)
[ PrOG6) | | PR1G3e) | : | r2Ge) | | Pr3G3e) | S
CLK[3:0] —W .
CE{s-OJ o 50 [50] [90] (39 J1[90] [50] [99] [99] ¢ SIGNEDA[3:0]
RST[3.0] 1 g \—— SIGNEDBI[3:0]
:0] —b 1 — :
| Mult18-0 | | Mult18-1 | I | Mult18-2 | | Mult18-1 | = SOURCEA(3:0]
1 8 l¢—— SOURCEBJ3:0]
I c
o

|
DYNOP1[10:0] — ;¢ "

18
_ Casc Casc
SRIA[17:0] —il—8>||n RegA0 |4{InRegA1l |—-| 2 |—>||n RegA0 |-{inRegAl 2 _é__y SROA[17:0]

SRIB[17:0] ——#»{inRegBO |inRegB1 |——f—P{inRegBO |+inRegB1 |—— 1 SROB[17:0]

Hardwired from DSP | v
[5+79) [5+73) [0+/9] [5+79][0+/9] [o+/9] [ov/9] for/o] —) & | ToDSP
Block on Left ! } s Block on
o .
| 18+/-18 | | 18+/-18 | | 18+/-18 | | 18+/-18 | @ Right and to
s} CIB Outputs

€0[53:0] —Pp]

MUAO[17:0]
MUBO[17:0]
MUA1[17:0]
MUB1[17:0]
MUB2[17:0]
MUA3[17:0]
MUB3[17:0]
C0[53:0]

r

Figure 2.14. Simplified sysDSP Slice Block Diagram
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2.11. PIO

The PIO contains three blocks: an input register block, output register block, and tristate register block. These blocks
contain registers for operating in a variety of modes along with the necessary clock and selection logic.

2.11.1. Input Register Block

The input register blocks for the PIOs on all edges contain delay elements and registers that can be used to condition
high-speed interface signals before they are passed to the device core. In addition, the input register blocks for the
PIOs on the left and right edges include built-in FIFO logic to interface to DDR and LPDDR memory.

The Input register block on the right and left sides includes gearing logic and registers to implement IDDRX1 and
IDDRX2 functions. With two PICs sharing the DDR register path, it can also implement IDDRX71 function used for 7:1
LVDS interfaces. It uses three sets of registers to shift, update, and transfer to implement gearing and the clock domain
transfer. The first stage registers samples the high-speed input data by the high-speed edge clock on its rising and
falling edges. The second stage registers perform data alignment based on the control signals. The third stage pipeline
registers pass the data to the device core synchronized to the low-speed system clock. The top side of the device
supports IDDRX1 gearing function. For more information on gearing function, refer to ECP5 and ECP5-5G High-Speed
1/0 Interface (TN1265).

Figure 2.17 shows the input register block for the PIOs on the top edge.

| > INCK
D Programmable > INFF
Delay Cell
> INFF > Q
SCLK » IDDRX1 [—»Q[1:0]
RST »
Figure 2.17. Input Register Block for PIO on Top Side of the Device
Figure 2.18 shows the input register block for the PIOs located on the left and right edges.
| » INCK
Programmable > INFF
D Delay Cell
> INFF > Q
> Generic
IDDRX1
FIFO IDDRX2 Q[1:0]/
Delayed DQS P> ECLK IDDRX71* | Q[3:0]/
Q[6:01*
ECLK > Memory
SCLK IDDRX2
RST
ALIGNWD »

*For 7:1 LVDS interface only. It is required to use PIO pair pins (PIOA/B or PIOC/D).

Figure 2.18. Input Register Block for PIO on Left and Right Side of the Device
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Figure 2.23. DQS Grouping on the Left and Right Edges

2.13.2. DLL Calibrated DQS Delay and Control Block (DQSBUF)

To support DDR memory interfaces (DDR2/3, LPDDR2/3), the DQS strobe signal from the memory must be used to
capture the data (DQ) in the PIC registers during memory reads. This signal is output from the DDR memory device
aligned to data transitions and must be time shifted before it can be used to capture data in the PIC. This time shifted is
achieved by using DQSDEL programmable delay line in the DQS Delay Block (DQS read circuit). The DQSDEL is
implemented as a slave delay line and works in conjunction with a master DDRDLL.

This block also includes slave delay line to generate delayed clocks used in the write side to generate DQ and DQS with
correct phases within one DQS group. There is a third delay line inside this block used to provide write leveling feature
for DDR write if needed.

Each of the read and write side delays can be dynamically shifted using margin control signals that can be controlled by
the core logic.

FIFO Control Block shown in Figure 2.24 generates the Read and Write Pointers for the FIFO block inside the Input
Register Block. These pointers are generated to control the DQS to ECLK domain crossing using the FIFO module.
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2.14. sysl/O Buffer

Each 1/0 is associated with a flexible buffer referred to as a sysl/O buffer. These buffers are arranged around the
periphery of the device in groups referred to as banks. The sysl/O buffers allow users to implement the wide variety of
standards that are found in today’s systems including LVDS, HSUL, BLVDS, SSTL Class | and I, LVCMOS, LVTTL, LVPECL,
and MIPI.

2.14.1. sysl/O Buffer Banks

ECP5/ECP5-5G devices have seven sysl/O buffer banks, two banks per side at Top, Left and Right, plus one at the
bottom left side. The bottom left side bank (Bank 8) is a shared 1/0 bank. The 1/Os in that bank contains both dedicated
and shared I/0 for sysConfig function. When a shared pin is not used for configuration, it is available as a user I/O. For
LFE5-85 devices, there is an additional I/0 bank (Bank 4) that is not available in other device in the family.

In ECP5/ECP5-5G devices, the Left and Right sides are tailored to support high performance interfaces, such as DDR2,
DDR3, LPDDR2, LPDDR3 and other high speed source synchronous standards. The banks on the Left and Right sides of
the devices feature LVDS input and output buffers, data-width gearing, and DQSBUF block to support DDR2/3 and
LPDDR2/3 interfaces. The I/Os on the top and bottom banks do not have LVDS input and output buffer, and gearing
logic, but can use LVCMOS to emulate most of differential output signaling.

Each syslO bank has its own 1/0 supply voltage (Vccio)- In addition, the banks on the Left and Right sides of the device,
have voltage reference input (shared 1/O pin), VREF1 per bank, which allow it to be completely independent of each
other. The Vrer voltage is used to set the threshold for the referenced input buffers, such as SSTL. Figure 2.25 shows the
seven banks and their associated supplies.

In ECP5/ECP5-5G devices, single-ended output buffers and ratioed input buffers (LVTTL, and LVCMOS) are powered
using Vcao. LVTTL, LVCMOS33, LVCMOS25 and LVCMOS12 can also be set as fixed threshold inputs independent of
Vccaio.

TOP
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*Note: Only 85K device has this bank.

Figure 2.25. ECP5/ECP5-5G Device Family Banks
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syslO Bank 0 ‘ ’ syslO Bank 1
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syslO Bank 2
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Figure 2.27. SERDES/PCS Duals (LFESUM/LFE5UM5G-85)
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Table 2.13. LFESUM/LFESUM5G SERDES Standard Support

Standard Data Rate (Mb/s) Number of General/Link Width Encoding Style
PCl Express 1.1 and 2.0 2500 X1, x2, x4 8b10b
2.02 5000 2 x1, x2 8b10b
Gigabit Ethernet 1250 x1 8b10b
1250 x1 8b10b
SGMII
2500 x1 8b10b
XAUI 3125 x4 8b10b
CPRI-1 614.4
CPRI-2 1228.8
CPRI-3 2457.6 x1 8b10b
CPRI-4 3072.0
CPRI-5 4915.22
SD-SDI (259M, 344M) 1 270 x1 NRZI/Scrambled
HD-SDI (292M) 1483.5 x1 NRZI/Scrambled
1485
2967 x1 NRZI/Scrambled
3G-SDI (424M) 2970
5000 — —
JESD204A/B 3125 x1 8b/10b
Notes:

1. For SD-SDI rate, the SERDES is bypassed and SERDES input signals are directly connected to the FPGA routing.
2.  For ECP5-5G family devices only.
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2.15.3. SERDES Client Interface Bus

The SERDES Client Interface (SCI) is an IP interface that allows the user to change the configuration thru this interface.
This is useful when the user needs to fine-tune some settings, such as input and output buffer that need to be
optimized based on the channel characteristics. It is a simple register configuration interface that allows SERDES/PCS
configuration without power cycling the device.

The Diamond design tools support all modes of the PCS. Most modes are dedicated to applications associated with a
specific industry standard data protocol. Other more general purpose modes allow users to define their own operation.
With these tools, the user can define the mode for each dual in a design.

Popular standards such as 10 Gb Ethernet, x4 PCl Express and 4x Serial RapidlO can be implemented using IP (available
through Lattice), with two duals (Four SERDES channels and PCS) and some additional logic from the core.

The LFESUM/LFE5UM5G devices support a wide range of protocols. Within the same dual, the LFESUM/ LFESUM5G
devices support mixed protocols with semi-independent clocking as long as the required clock frequencies are integer
x1, x2, or x11 multiples of each other. Table 2.15 lists the allowable combination of primary and secondary protocol
combinations.

2.16. Flexible Dual SERDES Architecture

The LFESUM/LFE5UMS5G SERDES architecture is a dual channel-based architecture. For most SERDES settings and
standards, the whole dual (consisting of two SERDES channels) is treated as a unit. This helps in silicon area savings,
better utilization, higher granularity on clock/SERDES channel and overall lower cost.

However, for some specific standards, the LFESUM/LFE5UM5G dual-channel architecture provides flexibility; more
than one standard can be supported within the same dual.

Table 2.15 lists the standards that can be mixed and matched within the same dual. In general, the SERDES standards
whose nominal data rates are either the same or a defined subset of each other, can be supported within the same
dual. The two Protocol columns of the table define the different combinations of protocols that can be implemented
together within a Dual.

Table 2.15. LFESUM/LFESUM5G Mixed Protocol Support

Protocol Protocol

PCl Express 1.1 with SGMII

PCl Express 1.1 with Gigabit Ethernet
CPRI-3 with CPRI-2 and CPRI-1
3G-SDI with HD-SDI and SD-SDI

There are some restrictions to be aware of when using spread spectrum clocking. When a dual shares a PCl Express x1
channel with a non-PCI Express channel, ensure that the reference clock for the dual is compatible with all protocols
within the dual. For example, a PCI Express spread spectrum reference clock is not compatible with most Gigabit
Ethernet applications because of tight CTC ppm requirements.

While the LFESUM/LFESUMS5G architecture will allow the mixing of a PCI Express channel and a Gigabit Ethernet, or
SGMII channel within the same dual, using a PCI Express spread spectrum clocking as the transmit reference clock will
cause a violation of the Gigabit Ethernet, and SGMII transmit jitter specifications.

For further information on SERDES, refer to ECP5 and ECP5-5G SERDES/PCS Usage Guide (TN1261).

2.17. IEEE 1149.1-Compliant Boundary Scan Testability

All ECP5/ECP5-5G devices have boundary scan cells that are accessed through an IEEE 1149.1 compliant Test Access
Port (TAP). This allows functional testing of the circuit board on which the device is mounted through a serial scan path
that can access all critical logic nodes. Internal registers are linked internally, allowing test data to be shifted in and
loaded directly onto test nodes, or test data to be captured and shifted out for verification. The test access port
consists of dedicated I/Os: TDI, TDO, TCK and TMS. The test access port uses VCCIO8 for power supply.

For more information, refer to ECP5 and ECP5-5G sysCONFIG Usage Guide (TN1260).
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3.7. Hot Socketing Requirements

Table 3.6. Hot Socketing Requirements

Description Min Typ Max Unit

Input current per SERDES 1/0 pin when device is powered down and inputs _ _ 3 mA

driven.

Input current per HDIN pin when device power supply is off, inputs driven®. 2 — — 15 mA

Current per HDIN pin when device power ramps up, input driven3 — — 50 mA

Current per HDOUT pin when device power supply is off, outputs pulled up?* — — 30 mA
Notes:

1. Device is powered down with all supplies grounded, both HDINP and HDINN inputs driven by a CML driver with maximum
allowed output Vceurx, 8b/10b data, no external AC coupling.

2. Each P and N input must have less than the specified maximum input current during hot plug. For a device with 2 DCU, the total
input current would be 15 mA * 4 channels * 2 input pins per channel = 120 mA.

3. Device power supplies are ramping up (Vccaand Vecaux), both HDINP and HDINN inputs are driven by a CML driver with
maximum allowed output Vecyrx, 8b/10b data, internal AC coupling.

4. Device is powered down with all supplies grounded. Both HDOUTP and HDOUN outputs are pulled up to Vcyrx by the far end
receiver termination of 50 Q single ended.

3.8. ESD Performance

Refer to the ECP5 and ECP5-5G Product Family Qualification Summary for complete qualification data, including ESD
performance.

3.9. DC Electrical Characteristics

Over Recommended Operating Conditions

Table 3.7. DC Electrical Characteristics

Symbol Parameter Condition Min Typ Max Unit
I, w4 Input or I/0 Low Leakage 0<Vin< Voo — — 10 HA
IIHl' 3 Input or I/O ngh Leakage Veao< Vin< VIH(MAX) — — 100 |J.A

I/0 Active Pull-up Current,

<V < - — —
| sustaining logic HIGH state 0.7 Veco < Vin< Veco 30 WA
PU . i
I/O Active PuII-Aup Current, pulling 0<Vin< 0.7 Veeo _ _ _150 UA
down from logic HIGH state
I/O Active Pull-down Current, 0<Vin< Vi (MAX) 30 _ _ UA

sustaining logic LOW state

|
" 1/0 Active Pull-down Current, _ _ 5o

0< VNSV A
pulling up from logic LOW state INS Vecio "

. Veco=3.3V,25V,18V,15V, 1.2V,
C1 I/O Capacitance? v — 5 8 pf
Vee=1.2V, Vio=0 to VIH(MAX)

. . Vcao=3.3V,25V,1.8V,15V,1.2V,
Cc2 Dedicated Input Capacitance? v — 5 7 pf
Vee=1.2V, Vio=0 to VIH(MAX)

Hysteresis for Single-Ended Veao=3.3V — 300 — mV

Vhyst

Inputs Veao=2.5V — 250 — mV

Notes:

1. InputorI/O leakage current is measured with the pin configured as an input or as an |/O with the output driver tristated. It is
not measured with the output driver active. Bus maintenance circuits are disabled.

2. Ta25°C,f=1.0 MHz.

Applicable to general purpose 1/Os in top and bottom banks.

4.  When used as Vg, maximum leakage= 25 pA.

w
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3.15. Typical Building Block Function Performance

Table 3.19. Pin-to-Pin Performance

Function -8 Timing Unit
Basic Functions

16-Bit Decoder 5.06 ns
32-Bit Decoder 6.08 ns
64-Bit Decoder 5.06 ns
4:1 Mux 4.45 ns
8:1 Mux 4.63 ns
16:1 Mux 4.81 ns
32:1 Mux 4.85 ns

Notes:

1. 1/Os are configured with LVCMOS25 with Vcci0=2.5, 12 mA drive.
2. These functions were generated using Lattice Diamond design software tool. Exact performance may vary with the device and
the design software tool version. The design software tool uses internal parameters that have been characterized but are not

tested on every device.
3.  Commercial timing numbers are shown. Industrial numbers are typically slower and can be extracted from Lattice Diamond

design software tool.
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Figure 3.6. Receiver RX.CLK.Centered Waveforms
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Figure 3.8. Transmit TX.CLK.Centered and DDR Memory Output Waveforms

68

© 2014-2018 Lattice Semiconductor Corp. All Lattice trademarks, registered trademarks, patents, and disclaimers are as listed at www.latticesemi.com/legal.

All other brand or product names are trademarks or registered trademarks of their respective holders. The specifications and information herein are subject to change without notice.

FPGA-DS-02012-1.9


http://www.latticesemi.com/legal

=LATTICE

ECP5™ and ECP5-5G™ Family
Data Sheet

Tx CLK (out)

1 Ul

A

Tx DATA (out)

Receiver — Shown for one LVDS Channel

# of Bits 1

Data In
756 Mb/s

For each Channel:
7-bit Output Words
to FPGA Fabric

# of Bits 1
Data Out
756 Mb/s
Clock Out
108 MHz
3
|
Bit# |
|
For each Channel: gg_ ; |
7-bit Output Words 00_ 3
. - I
to FPGA Fabric 00-4 3
00-5 !
00-6 |
00-7 |

Bit #

10-8
11-9
12-10
13-11
14-12
15-13
16-14

Bit #
10-1
11-2
12-3
13-4
14-5
15-6
16-7

11

1"

12 13 14 15 16

|
! Bit#
1 20-8
21-9
22-10
23-11
24-12
25-13
26-14

1213 14 15 16

|
|
Bit # 3
20-15 |
21-16
22-17
23-18
24-19
25-20
26-21

Figure 3.9. Transmit TX.CLK.Aligned Waveforms
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3.24. SERDES External Reference Clock

The external reference clock selection and its interface are a critical part of system applications for this product.
Table 3.29 specifies reference clock requirements, over the full range of operating conditions.

Table 3.29. External Reference Clock Specification (refclkp/refclkn)

Symbol Description Min Typ Max Unit
Frer Frequency range 50 — 320 MHz
FRrer-ppm Frequency tolerance! -1000 — 1000 ppm
VREF-IN-SE Input swing, single-ended clock®* 200 — Vecauxa mV, p-p
VREF-IN-DIFF Input swing, differential clock 200 — 2*Vecauxa di:f‘t\e/r’ei_t?al
VREFIN Input levels 0 — Vecauxa t 0.4 v
Drer Duty cycle® 40 — 60 %
TRer-R Rise time (20% to 80%) 200 500 1000 ps
Trer- Fall time (80% to 20%) 200 500 1000 ps
ZREF-IN-TERM-DIFF Differential input termination -30% 100/Hiz +30% Q
CREF-IN-CAP Input capacitance — — 7 pF
Notes:

1. Depending on the application, the PLL_LOL_SET and CDR_LOL_SET control registers may be adjusted for other tolerance values
as described in ECP5 and ECP5-5G SERDES/PCS Usage Guide (TN1261).

2. The signal swing for a single-ended input clock must be as large as the p-p differential swing of a differential input clock to get

the same gain at the input receiver. With single-ended clock, a reference voltage needs to be externally connected to CLKREFN

pin, and the input voltage needs to be swung around this reference voltage.

3.  Measured at 50% amplitude.
4. Single-ended clocking is achieved by applying a reference voltage Vger on REFCLKN input, with the clock applied to REFCLKP
input pin. Vgge should be set to mid-point of the REFCLKP voltage swing.

V+
B et u
p ¥
VREF-IN
MAX < 1.56 V
N v
VREF_IN_DIFF A
Min=200 mV
Max=2xVCCA ,
oV
VREF_IN_DIFF=
IVp-Vnl
V+
o -
VREF-IN
MAX < 1.56 V
VREF_IN_SE
Min=200 mV
oV Max=VCCA k

Figure 3.14. SERDES External Reference Clock Waveforms
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3.25.2. PCle (5 Gb/s) — Preliminary AC and DC Characteristics

Over recommended operating conditions.

Table 3.31. PCle (5 Gb/s)

Symbol ‘ Description ‘ Test Conditions Min ‘ Typ ‘ Max Unit

Transmit?!

Ul Unit Interval — 199.94 200 200.06 ps
Tx PLL bandwidth corresponding to

Bty pre. — —

WTX-PKG-PLL2 PKGTX-PLL2 5 16 MHz
PkaTx-pLL2 Tx PLL Peaking — _ _ 1 dB
Vx-DIFF-PP Differential p-p Tx voltage swing — 0.8 — 1.2 V, p-p

Low power differential p-p Tx voltage
VIX-DIFF-PP-LOW VP PP & — 0.4 — 1.2 Vv, p-p
swing
VTX-DE-RATIO-3.5dB Tx de-emphasis level ratio at 3.5dB — 3 — 4 dB
V1x-DE-RATIO-6dB Tx de-emphasis level ratio at 6dB — 5.5 — 6.5 dB
TMIN-PULSE Instantaneous lone pulse width — — — Ul
TTx-RISE-FALL Transmitter rise and fall time — — — ul
T i Eye, includi Ilji
Tryeve ransmitter Eye, including all jitter _ 0.75 _ _ ul
sources
Tx-py Tx deterministic jitter > 1.5 MHz — — — 0.15 Ul
T . _ _ _ ps,
TX-RJ Tx RMS jitter < 1.5 MHz 3 RMS
TRE-MISMATCH Tx rise/fall time mismatch — — _ ul
< <
. . . . 50 MHz < freq 10 _ _ 4B
R Tx Differential Return Loss, including 1.25 GHz
LTX-DIFF package and silicon 1.25 GHz < freq 8 4B
<2.5GHz
R Tx Common Mode Return Loss, 50 MHz < freq < 6 _ _ 4B

LTX-CM including package and silicon 2.5 GHz
Z1X-DIFF-DC DC differential Impedance — — — 120 Q
V. Tx AC peak common mode voltage, . _ _ mv,

TX-CM-AC-PP peak-peak p-p
lrx-sHORT Transmitter short-circuit current — — — 90 mA

Transmitter DC common-mode
Vix-pe- - - 1.2 \Y

TX-DC-CM voltage 0
VIX-IDLE-DIFE-DC Electrical Idle Output DC voltage — 0 — 5 mV
V. Electrical Idle Differential Output _ . _ mv

TX-IDLE-DIFF-AC-p peak voltage

Voltage change allowed during
V. — — —

TX-RCV-DETECT Receiver Detect 600 mV
TTX-IDLE—MIN Min. time in Electrical Idle — 20 — — ns
T Max. time from El Order Set to valid . _ . 8 ns

TX-IDLE-SET-TO-IDLE Electrical Idle
T Max. time from Electrical Idle to valid . . . 8 ns

TX-IDLE-TO-DIFF-DATA differential output
Lrx-skew Lane-to-lane output skew — — — ps

www.latticesemi.com/legal



http://www.latticesemi.com/legal

=LATTICE

3.26. CPRILV2 E.48 Electrical and Timing Characteristics — Preliminary

Table 3.32. CPRI LV2 E.48 Electrical and Timing Characteristics

Symbol ‘ Description ‘ Test Conditions Min ‘ Typ ‘ Max Unit

Transmit

Ul Unit Interval - 203.43 203.45 203.47 ps

Tocp Duty Cycle Distortion — — — 0.05 ul
Uncorrelated Bounded High

J — — — }

UBHP Probability Jitter 0.15 ul
JrotaL Total Jitter — — — 0.3 Ul
ZRX-DIFF-DC DC differential Impedance — 80 — 120 Q
Tskew Skew between differential signals — — — 9 ps

100 MHz < freq _ . 3 4B
R Tx Differential Return Loss (522), <3.6864 GHz
LIX-DIFF including package and silicon 3.6864 GHz < freq —8+166%0g | o
< 4.9152 GHz (freq/3.6864)
R Tx Common Mode Return Loss, 100 MHz < freq 6 . _ 4B

LTX-CM including package and silicon < 3.6864 GHz
lrx-sHORT Transmitter short-circuit current — — — 100 mA
TRISE_FALL-DIFF Differential Rise and Fall Time — _ _ ps
Lrx-skew Lane-to-lane output skew — — — ps
Receive
Ul Unit Interval — 203.43 203.45 203.47 ps
VRX-DIFF-PP Differential Rx peak-peak voltage — — — 1.2 V, p-p

Receiver eye opening mask, Y1 and mV,
VRX-EYE_Yl_YZ Y2 yeop & — 62.5 — 375 diff
VRX-EYE_Xl Receiver eye opening mask, X1 — — — 0.3 Ul
Receiver total jitter tolerance (not
T _ _ _
RX-TJ including sinusoidal) 0.6 ul
100 MHz < freq . _ 3 4B
R Receiver differential Return Loss, <3.6864 GHz
LRX-DIFF package plus silicon 3.6864 GHz < freq _ _ -8+ 16.6 *log 4B
<4.9152 GHz (freq/3.6864)
R Receiver common mode Return . 6 _ _ 4B

LRX-CM Loss, package plus silicon

ZR%-DIFF-DC Receiver DC differential impedance — 80 100 120 Q

Note: Data is measured with PRBS7 data pattern, not with PRBS-31 pattern.

www.latticesemi.com/legal



http://www.latticesemi.com/legal

...ILATTICE ECP5™ and ECP5-5G™ Family

Data Sheet
TMS ><
DI ><
¢ tgrs P tgry — W
tgrcpy —Pe— teTCPL —P ¢« tgrp —————p
TCK I 4/7
taTCOEN teTcO tgTcoois
TDO Valid Data Valid Data
T ——BTCRH
BTCRS
Data to be
Captured Data Captured X
from 1/0
4 tBTUPOEN — tgutco —tgTUODIS
Data to be
driven out Valid Data Valid Data
to 1/0 |

Figure 3.23. JTAG Port Timing Waveforms

3.33. Switching Test Conditions

Figure 3.24 shows the output test load that is used for AC testing. The specific values for resistance, capacitance,
voltage, and other test conditions are listed in Table 3.44.

Vr
R1

DUT I ® Test Point
%RZ CL*

*CL Includes Test Fixture and Probe Capacitance

Figure 3.24. Output Test Load, LVTTL and LVCMOS Standards
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(Continued)
Date Version Section Change Summary
November 2015 1.5 All Added ECP5-5G device family.
Changed document title to ECP5 and ECP5-5G Family Data Sheet.
1.4 General Description Updated Features section. Added support for eDP in RDR and HDR.
Architecture Updated Overview section.
Revised Figure 2.1. Simplified Block Diagram, LFESUM/LFESUM5G-85
Device (Top Level). Modified Flexible syslO description and Note.
Updated SERDES and Physical Coding Sublayer section.
e Changed E.24.V in CPRI protocol to E.24.LV.
e  Removed “1.1 V” from paragraph on unused Dual.
DC and Switching Updated Hot Socketing Requirements section. Revised VccHTx in table
Characteristics notes 1 and 3. Indicated VCCHTX in table note 4.
Updated SERDES High-Speed Data Transmitter section. Revised Vcchrx
in table note 1.
Ordering Information Updated ECP5/ECP5-5G Part Number Description section. Changed
“LFE5 FPGA” under Device Family to “ECP5 FPGA”.
August 2015 1.3 General Description Updated Features section.

e  Removed SMPTE3G under Embedded SERDES.
e Added Single Event Upset (SEU) Mitigation Support.
Removed SMPTE protocol in fifth paragraph.

Architecture

General update.

DC and Switching
Characteristics

General update.

Pinout Information

Updated Signal Descriptions section. Revised the descriptions of the
following signals:

e  P[L/R] [Group Number]_[A/B/C/D]

e  P[T/B][Group Number]_[A/B]

e D4/I04 (Previously named D4/MQSI2/104)
e  D5/IO5 (Previously named D5/MISO/105)
e  VCCHRX_D[dual_num]CH[chan_num]

e  VCCHTX_D[dual_num]CH[chan_num]

Supplemental
Information

Added TN1184 reference.
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