
Microsemi Corporation - A3P250L-1PQG208 Datasheet

Welcome to E-XFL.COM

Understanding Embedded - FPGAs (Field
Programmable Gate Array)

Embedded - FPGAs, or Field Programmable Gate Arrays,
are advanced integrated circuits that offer unparalleled
flexibility and performance for digital systems. Unlike
traditional fixed-function logic devices, FPGAs can be
programmed and reprogrammed to execute a wide array
of logical operations, enabling customized functionality
tailored to specific applications. This reprogrammability
allows developers to iterate designs quickly and implement
complex functions without the need for custom hardware.

Applications of Embedded - FPGAs

The versatility of Embedded - FPGAs makes them
indispensable in numerous fields. In telecommunications,
FPGAs are used for high-speed data processing and
network infrastructure. In the automotive industry, they
support advanced driver-assistance systems (ADAS) and
infotainment solutions. Consumer electronics benefit from
FPGAs in devices requiring high performance and
adaptability, such as smart TVs and gaming consoles.
Industrial automation relies on FPGAs for real-time control
and processing in machinery and robotics. Additionally,
FPGAs play a crucial role in aerospace and defense, where
their reliability and ability to handle complex algorithms
are essential.

Common Subcategories of Embedded -
FPGAs

Within the realm of Embedded - FPGAs, several
subcategories address different needs and applications.
General-purpose FPGAs are the most widely used, offering
a balance of performance and flexibility for a broad range
of applications. High-performance FPGAs are designed for
applications requiring exceptional speed and
computational power, such as data centers and high-
frequency trading systems. Low-power FPGAs cater to
battery-operated and portable devices where energy
efficiency is paramount. Lastly, automotive-grade FPGAs
meet the stringent standards of the automotive industry,
ensuring reliability and performance in vehicle systems.

Types of Embedded - FPGAs

Embedded - FPGAs can be classified into several types
based on their architecture and specific capabilities. SRAM-
based FPGAs are prevalent due to their high speed and
ability to support complex designs, making them suitable
for performance-critical applications. Flash-based FPGAs
offer non-volatile storage, retaining their configuration
without power and enabling faster start-up times. Antifuse-
based FPGAs provide a permanent, one-time
programmable solution, ensuring robust security and
reliability for critical systems. Each type of FPGA brings
distinct advantages, making the choice dependent on the
specific needs of the application.

Details

Product Status Obsolete

Number of LABs/CLBs -

Number of Logic Elements/Cells -

Total RAM Bits 36864

Number of I/O 151

Number of Gates 250000

Voltage - Supply 1.14V ~ 1.575V

Mounting Type Surface Mount

Operating Temperature 0°C ~ 85°C (TJ)

Package / Case 208-BFQFP

Supplier Device Package 208-PQFP (28x28)

Purchase URL https://www.e-xfl.com/product-detail/microsemi/a3p250l-1pqg208

Email: info@E-XFL.COM Address: Room A, 16/F, Full Win Commercial Centre, 573 Nathan Road, Mongkok, Hong Kong

https://www.e-xfl.com/product/pdf/a3p250l-1pqg208-4493349
https://www.e-xfl.com
https://www.e-xfl.com/product/filter/embedded-fpgas-field-programmable-gate-array


FPGA Array Architecture in Low Power Flash Devices
Routing Architecture
The routing structure of low power flash devices is designed to provide high performance through a
flexible four-level hierarchy of routing resources: ultra-fast local resources; efficient long-line resources;
high-speed, very-long-line resources; and the high-performance VersaNet networks.
The ultra-fast local resources are dedicated lines that allow the output of each VersaTile to connect
directly to every input of the eight surrounding VersaTiles (Figure 1-10). The exception to this is that the
SET/CLR input of a VersaTile configured as a D-flip-flop is driven only by the VersaTile global network.
The efficient long-line resources provide routing for longer distances and higher-fanout connections.
These resources vary in length (spanning one, two, or four VersaTiles), run both vertically and
horizontally, and cover the entire device (Figure 1-11 on page 19). Each VersaTile can drive signals onto
the efficient long-line resources, which can access every input of every VersaTile. Routing software
automatically inserts active buffers to limit loading effects.
The high-speed, very-long-line resources, which span the entire device with minimal delay, are used to
route very long or high-fanout nets: length ±12 VersaTiles in the vertical direction and length ±16 in the
horizontal direction from a given core VersaTile (Figure 1-12 on page 19). Very long lines in low power
flash devices have been enhanced over those in previous ProASIC families. This provides a significant
performance boost for long-reach signals.
The high-performance VersaNet global networks are low-skew, high-fanout nets that are accessible from
external pins or internal logic. These nets are typically used to distribute clocks, resets, and other high-
fanout nets requiring minimum skew. The VersaNet networks are implemented as clock trees, and
signals can be introduced at any junction. These can be employed hierarchically, with signals accessing
every input of every VersaTile. For more details on VersaNets, refer to the "Global Resources in Low
Power Flash Devices" section on page 47. 

Note: Input to the core cell for the D-flip-flop set and reset is only available via the VersaNet global
network connection.

Figure 1-10 • Ultra-Fast Local Lines Connected to the Eight Nearest Neighbors
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Figure 2-3 • Flash*Freeze Mode Type 2 – Controlled by Flash*Freeze Pin and Internal Logic (LSICC signal)

Figure 2-4 • Flash*Freeze Mode Type 2 – Timing Diagram
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ProASIC3L FPGA Fabric User’s Guide
Flash*Freeze management IP. Additional information on this IP core can be found in the Libero online
help.
The Flash*Freeze management IP is comprised of three blocks: the Flash*Freeze finite state machine
(FSM), the clock gating (filter) block, and the ULSICC macro, as shown in Figure 2-10. 

Flash*Freeze Management FSM
The Flash*Freeze FSM block is a simple, robust, fully encoded 3-bit state machine that ensures clean
entrance to and exit from Flash*Freeze mode by controlling activities of the clock gating, ULSICC, and
optional housekeeping blocks. The state diagram for the FSM is shown in Figure 2-11 on page 38. In
normal operation, the state machine waits for Flash*Freeze pin assertion, and upon detection of a
request, it waits for a short period of time to ensure the assertion persists; then it asserts
WAIT_HOUSEKEEPING (active High) synchronous to the user’s designated system clock. This flag can
be used by user logic to perform any needed shutdown processes prior to entering Flash*Freeze mode,
such as storing data into SRAM, notifying other system components of the request, or timing/validating
the Flash*Freeze request. The FSM also asserts Flash_Freeze_Enabled whenever the device enters
Flash*Freeze mode. This occurs after all housekeeping and clock gating functions have completed. The
Flash_Freeze_Enabled signal remains asserted, even during Flash*Freeze mode, until the Flash*Freeze
pin is deasserted. Use the Flash_Freeze_Enabled signal to drive any logic in the design that needs to be
in a particular state during Flash*Freeze mode. The DONE_HOUSEKEEPING (active High) signal
should be asserted to notify the FSM when all the housekeeping tasks are completed. If the user
chooses not to use housekeeping, the Flash*Freeze management IP core generator in Libero SoC will
connect WAIT_HOUSEKEEPING to DONE_HOUSEKEEPING.

Figure 2-10 • Flash*Freeze Management IP Block Diagram
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Spine Architecture
The low power flash device architecture allows the VersaNet global networks to be segmented. Each of
these networks contains spines (the vertical branches of the global network tree) and ribs that can reach
all the VersaTiles inside its region. The nine spines available in a vertical column reside in global
networks with two separate regions of scope: the quadrant global network, which has three spines, and
the chip (main) global network, which has six spines. Note that the number of quadrant globals and
globals/spines per tree varies depending on the specific device. Refer to Table 3-4 for the clocking
resources available for each device. The spines are the vertical branches of the global network tree,
shown in Figure 3-3 on page 50. Each spine in a vertical column of a chip (main) global network is further
divided into two spine segments of equal lengths: one in the top and one in the bottom half of the die
(except in 10 k through 30 k gate devices).
Top and bottom spine segments radiating from the center of a device have the same height. However,
just as in the ProASICPLUS® family, signals assigned only to the top and bottom spine cannot access the
middle two rows of the die. The spines for quadrant clock networks do not cross the middle of the die and
cannot access the middle two rows of the architecture. 
Each spine and its associated ribs cover a certain area of the device (the "scope" of the spine; see
Figure 3-3 on page 50). Each spine is accessed by the dedicated global network MUX tree architecture,
which defines how a particular spine is driven—either by the signal on the global network from a CCC, for
example, or by another net defined by the user. Details of the chip (main) global network spine-selection
MUX are presented in Figure 3-8 on page 60. The spine drivers for each spine are located in the middle
of the die.
Quadrant spines can be driven from user I/Os or an internal signal from the north and south sides of the
die. The ability to drive spines in the quadrant global networks can have a significant effect on system
performance for high-fanout inputs to a design. Access to the top quadrant spine regions is from the top
of the die, and access to the bottom quadrant spine regions is from the bottom of the die. The A3PE3000
device has 28 clock trees and each tree has nine spines; this flexible global network architecture enables
users to map up to 252 different internal/external clocks in an A3PE3000 device.

Table 3-4 • Globals/Spines/Rows for IGLOO and ProASIC3 Devices

ProASIC3/
ProASIC3L
Devices

IGLOO 
Devices

Chip
Globals 

Quadrant
Globals 

(4×3)
Clock
Trees 

Globals/
Spines

per
Tree

Total
Spines

per
Device

VersaTiles
in Each

Tree 
Total

VersaTiles 

Rows
in

Each
Spine

A3PN010 AGLN010 4 0 1 0 0 260 260 4

A3PN015 AGLN015 4 0 1 0 0 384 384 6

A3PN020 AGLN020 4 0 1 0 0 520 520 6

A3PN060 AGLN060 6 12 4 9 36 384 1,536 12

A3PN125 AGLN125 6 12 8 9 72 384 3,072 12

A3PN250 AGLN250 6 12 8 9 72 768 6,144 24

A3P015 AGL015 6 0 1 9 9 384 384 12

A3P030 AGL030 6 0 2 9 18 384 768 12

A3P060 AGL060 6 12 4 9 36 384 1,536 12

A3P125 AGL125 6 12 8 9 72 384 3,072 12

A3P250/L AGL250 6 12 8 9 72 768 6,144 24

A3P400 AGL400 6 12 12 9 108 768 9,216 24

A3P600/L AGL600 6 12 12 9 108 1,152 13,824 36

A3P1000/L AGL1000 6 12 16 9 144 1,536 24,576 48

A3PE600/L AGLE600 6 12 12 9 108 1,120 13,440 35

A3PE1500 6 12 20 9 180 1,888 37,760 59

A3PE3000/L AGLE3000 6 12 28 9 252 2,656 74,368 83
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Spine Access
The physical location of each spine is identified by the letter T (top) or B (bottom) and an accompanying
number (Tn or Bn). The number n indicates the horizontal location of the spine; 1 refers to the first spine
on the left side of the die. Since there are six chip spines in each spine tree, there are up to six spines
available for each combination of T (or B) and n (for example, six T1 spines). Similarly, there are three
quadrant spines available for each combination of T (or B) and n (for example, four T1 spines), as shown
in Figure 3-7.

A spine is also called a local clock network, and is accessed by the dedicated global MUX architecture.
These MUXes define how a particular spine is driven. Refer to Figure 3-8 on page 60 for the global MUX
architecture. The MUXes for each chip global spine are located in the middle of the die. Access to the top
and bottom chip global spine is available from the middle of the die. There is no control dependency
between the top and bottom spines. If a top spine, T1, of a chip global network is assigned to a net, B1 is
not wasted and can be used by the global clock network. The signal assigned only to the top or bottom
spine cannot access the middle two rows of the architecture. However, if a spine is using the top and
bottom at the same time (T1 and B1, for instance), the previous restriction is lifted. 
The MUXes for each quadrant global spine are located in the north and south sides of the die. Access to
the top and bottom quadrant global spines is available from the north and south sides of the die. Since
the MUXes for quadrant spines are located in the north and south sides of the die, you should not try to
drive T1 and B1 quadrant spines from the same signal. 

Figure 3-7 • Chip Global Aggregation
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Global Resources in Low Power Flash Devices
Using Clock Aggregation
Clock aggregation allows for multi-spine clock domains to be assigned using hardwired connections,
without adding any extra skew. A MUX tree, shown in Figure 3-8, provides the necessary flexibility to
allow long lines, local resources, or I/Os to access domains of one, two, or four global spines. Signal
access to the clock aggregation system is achieved through long-line resources in the central rib in the
center of the die, and also through local resources in the north and south ribs, allowing I/Os to feed
directly into the clock system. As Figure 3-9 indicates, this access system is contiguous.
There is no break in the middle of the chip for the north and south I/O VersaNet access. This is different
from the quadrant clocks located in these ribs, which only reach the middle of the rib. 

Figure 3-8 • Spine Selection MUX of Global Tree

Figure 3-9 • Clock Aggregation Tree Architecture
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Global Resources in Low Power Flash Devices
Global Macro and Placement Selections
Low power flash devices provide the flexibility of choosing one of the three global input pad locations
available to connect to a global / quadrant global network. For 60K gate devices and above, if the
single-ended I/O standard is chosen, there is flexibility to choose one of the global input pads (the first,
second, and fourth input). Once chosen, the other I/O locations are used as regular I/Os. If the differential
I/O standard is chosen, the first and second inputs are considered as paired, and the third input is paired
with a regular I/O. The user then has the choice of selecting one of the two sets to be used as the global
input source. There is also the option to allow an internal clock signal to feed the global network. A
multiplexer tree selects the appropriate global input for routing to the desired location. Note that the
global I/O pads do not need to feed the global network; they can also be used as regular I/O pads.

Hardwired I/O Clock Source
Hardwired I/O refers to global input pins that are hardwired to the multiplexer tree, which directly
accesses the global network. These global input pins have designated pin locations and are indicated
with the I/O naming convention Gmn (m refers to any one of the positions where the global buffers is
available, and n refers to any one of the three global input MUXes and the pin number of the associated
global location, m). Choosing this option provides the benefit of directly connecting to the global buffers,
which provides less delay. See Figure 3-11 for an example illustration of the connections, shown in red. If
a CLKBUF macro is initiated, the clock input can be placed at one of nine dedicated global input pin
locations: GmA0, GmA1, GmA2, GmB0, GmB1, GmB2, GmC0, GmC1, or GmC2. Note that the
placement of the global will determine whether you are using chip global or quadrant global. For
example, if the CLKBIF is placed in one of the GF pin locations, it will use the chip global network; if the
CLKBIF is placed in one of the GA pin locations, it will use quadrant global network. This is shown in
Figure 3-12 on page 65 and Figure 3-13 on page 65.

Figure 3-11 • CLKBUF Macro
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Feedback Configuration
The PLL provides both internal and external feedback delays. Depending on the configuration, various 
combinations of feedback delays can be achieved.

Internal Feedback Configuration
This configuration essentially sets the feedback multiplexer to route the VCO output of the PLL core as 
the input to the feedback of the PLL. The feedback signal can be processed with the fixed system and 
the adjustable feedback delay, as shown in Figure 4-24. The dividers are automatically configured by 
SmartGen based on the user input.
Indicated below is the System Delay pull-down menu. The System Delay can be bypassed by setting it to 
0. When set, it adds a 2 ns delay to the feedback path (which results in delay advancement of the output 
clock by 2 ns). 

Figure 4-25 shows the controllable Feedback Delay. If set properly in conjunction with the fixed System 
Delay, the total output delay can be advanced significantly. 

Figure 4-24 • Internal Feedback with Selectable System Delay

Figure 4-25 • Internal Feedback with Selectable Feedback Delay
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SRAM and FIFO Memories in Microsemi's Low Power Flash Devices
BLKA and BLKB
These signals are active-low and will enable the respective ports when asserted. When a BLKx signal is
deasserted, that port’s outputs hold the previous value.
Note: When using the SRAM in single-port mode for Automotive ProASIC3 devices, BLKB should

be tied to ground. 
WENA and WENB
These signals switch the RAM between read and write modes for the respective ports. A LOW on these
signals indicates a write operation, and a HIGH indicates a read.
Note: When using the SRAM in single-port mode for Automotive ProASIC3 devices, WENB should

be tied to ground.
CLKA and CLKB
These are the clock signals for the synchronous read and write operations. These can be driven
independently or with the same driver.
Note: For Automotive ProASIC3 devices, dual-port mode is supported if the clocks to the two

SRAM ports are the same and 180° out of phase (i.e., the port A clock is the inverse of the
port B clock). For use of this macro as a single-port SRAM, the inputs and clock of one port
should be tied off (grounded) to prevent errors during design compile.

PIPEA and PIPEB 
These signals are used to specify pipelined read on the output. A LOW on PIPEA or PIPEB indicates a
nonpipelined read, and the data appears on the corresponding output in the same clock cycle. A HIGH
indicates a pipelined read, and data appears on the corresponding output in the next clock cycle.
Note: When using the SRAM in single-port mode for Automotive ProASIC3 devices, PIPEB should

be tied to ground. For use in dual-port mode, the same clock with an inversion between the
two clock pins of the macro should be used in the design to prevent errors during compile.

WMODEA and WMODEB
These signals are used to configure the behavior of the output when the RAM is in write mode. A LOW
on these signals makes the output retain data from the previous read. A HIGH indicates pass-through
behavior, wherein the data being written will appear immediately on the output. This signal is overridden
when the RAM is being read.
Note: When using the SRAM in single-port mode for Automotive ProASIC3 devices, WMODEB

should be tied to ground.

RESET
This active-low signal resets the control logic, forces the output hold state registers to zero, disables
reads and writes from the SRAM block, and clears the data hold registers when asserted. It does not
reset the contents of the memory array.
While the RESET signal is active, read and write operations are disabled. As with any asynchronous
reset signal, care must be taken not to assert it too close to the edges of active read and write clocks. 

ADDRA and ADDRB
These are used as read or write addresses, and they are 12 bits wide. When a depth of less than 4 k is
specified, the unused high-order bits must be grounded (Table 6-3 on page 155).

Table 6-2 • Allowable Aspect Ratio Settings for WIDTHA[1:0]

WIDTHA[1:0] WIDTHB[1:0] D×W

00 00 4k×1

01 01 2k×2

10 10 1k×4

11 11 512×9

Note: The aspect ratio settings are constant and cannot be changed on the fly.
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SRAM Usage
The following descriptions refer to the usage of both RAM4K9 and RAM512X18.

Clocking
The dual-port SRAM blocks are only clocked on the rising edge. SmartGen allows falling-edge-triggered
clocks by adding inverters to the netlist, hence achieving dual-port SRAM blocks that are clocked on
either edge (rising or falling). For dual-port SRAM, each port can be clocked on either edge and by
separate clocks by port. Note that for Automotive ProASIC3, the same clock, with an inversion between
the two clock pins of the macro, should be used in design to prevent errors during compile.
Low power flash devices support inversion (bubble-pushing) throughout the FPGA architecture, including
the clock input to the SRAM modules. Inversions added to the SRAM clock pin on the design schematic
or in the HDL code will be automatically accounted for during design compile without incurring additional
delay in the clock path.
The two-port SRAM can be clocked on the rising or falling edge of WCLK and RCLK. 
If negative-edge RAM and FIFO clocking is selected for memory macros, clock edge inversion
management (bubble-pushing) is automatically used within the development tools, without performance
penalty. 

Modes of Operation
There are two read modes and one write mode:

• Read Nonpipelined (synchronous—1 clock edge): In the standard read mode, new data is driven
onto the RD bus in the same clock cycle following RA and REN valid. The read address is
registered on the read port clock active edge, and data appears at RD after the RAM access time.
Setting PIPE to OFF enables this mode.

• Read Pipelined (synchronous—2 clock edges): The pipelined mode incurs an additional clock
delay from address to data but enables operation at a much higher frequency. The read address
is registered on the read port active clock edge, and the read data is registered and appears at
RD after the second read clock edge. Setting PIPE to ON enables this mode.

• Write (synchronous—1 clock edge): On the write clock active edge, the write data is written into
the SRAM at the write address when WEN is HIGH. The setup times of the write address, write
enables, and write data are minimal with respect to the write clock. 

RAM Initialization
Each SRAM block can be individually initialized on power-up by means of the JTAG port using the UJTAG
mechanism. The shift register for a target block can be selected and loaded with the proper bit
configuration to enable serial loading. The 4,608 bits of data can be loaded in a single operation. 

FIFO Features
The FIFO4KX18 macro is created by merging the RAM block with dedicated FIFO logic (Figure 6-6 on
page 158). Since the FIFO logic can only be used in conjunction with the memory block, there is no
separate FIFO controller macro. As with the RAM blocks, the FIFO4KX18 nomenclature does not refer to
a possible aspect ratio, but rather to the deepest possible data depth and the widest possible data width.
FIFO4KX18 can be configured into the following aspect ratios: 4,096×1, 2,048×2, 1,024×4, 512×9, and
256×18. In addition to being fully synchronous, the FIFO4KX18 also has the following features:

• Four FIFO flags: Empty, Full, Almost-Empty, and Almost-Full
• Empty flag is synchronized to the read clock
• Full flag is synchronized to the write clock
• Both Almost-Empty and Almost-Full flags have programmable thresholds
• Active-low asynchronous reset
• Active-low block enable
• Active-low write enable
• Active-high read enable
• Ability to configure the FIFO to either stop counting after the empty or full states are reached or to

allow the FIFO counters to continue
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I/O Structures in IGLOO and ProASIC3 Devices
GTL+ (Gunning Transceiver Logic Plus)
This is an enhanced version of GTL that has defined slew rates and higher voltage levels. It requires a
differential amplifier input buffer and an open-drain output buffer. Even though the output is open-drain,
VCCI must be connected to either 2.5 V or 3.3 V. The reference voltage (VREF) is 1 V.

Differential Standards
These standards require two I/Os per signal (called a “signal pair”). Logic values are determined by the
potential difference between the lines, not with respect to ground. This is why differential drivers and
receivers have much better noise immunity than single-ended standards. The differential interface
standards offer higher performance and lower power consumption than their single-ended counterparts.
Two I/O pins are used for each data transfer channel. Both differential standards require resistor
termination.

LVPECL (Low-Voltage Positive Emitter Coupled Logic)
LVPECL requires that one data bit be carried through two signal lines; therefore, two pins are needed per
input or output. It also requires external resistor termination. The voltage swing between the two signal
lines is approximately 850 mV. When the power supply is +3.3 V, it is commonly referred to as Low-
Voltage PECL (LVPECL). Refer to the device datasheet for the full implementation of the LVPECL
transmitter and receiver.

LVDS (Low-Voltage Differential Signal)
LVDS is a moderate-speed differential signaling system, in which the transmitter generates two different
voltages that are compared at the receiver. LVDS uses a differential driver connected to a terminated
receiver through a constant-impedance transmission line. It requires that one data bit be carried through
two signal lines; therefore, the user will need two pins per input or output. It also requires external resistor
termination. The voltage swing between the two signal lines is approximately 350 mV. VCCI is 2.5 V. Low
power flash devices contain dedicated circuitry supporting a high-speed LVDS standard that has its own
user specification. Refer to the device datasheet for the full implementation of the LVDS transmitter and
receiver.

B-LVDS/M-LVDS
Bus LVDS (B-LVDS) refers to bus interface circuits based on LVDS technology. Multipoint LVDS
(M-LVDS) specifications extend the LVDS standard to high-performance multipoint bus applications.
Multidrop and multipoint bus configurations may contain any combination of drivers, receivers, and
transceivers. Microsemi LVDS drivers provide the higher drive current required by B-LVDS and M-LVDS
to accommodate the loading. The driver requires series terminations for better signal quality and to
control voltage swing. Termination is also required at both ends of the bus, since the driver can be
located anywhere on the bus. These configurations can be implemented using TRIBUF_LVDS and
BIBUF_LVDS macros along with appropriate terminations. Multipoint designs using Microsemi LVDS
macros can achieve up to 200 MHz with a maximum of 20 loads. A sample application is given in
Figure 7-8. The input and output buffer delays are available in the LVDS sections in the datasheet. 

Figure 7-7 • Differential Topology
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IGLOO and ProASIC3
For boards and cards with three levels of staging, card power supplies must have time to reach their final
values before the I/Os are connected. Pay attention to the sizing of power supply decoupling capacitors
on the card to ensure that the power supplies are not overloaded with capacitance.
Cards with three levels of staging should have the following sequence: 

• Grounds
• Powers 
• I/Os and other pins

For Level 3 and Level 4 compliance with the 30K gate device, cards with two levels of staging should
have the following sequence:

• Grounds
• Powers, I/Os, and other pins

Cold-Sparing Support
Cold-sparing refers to the ability of a device to leave system data undisturbed when the system is
powered up, while the component itself is powered down, or when power supplies are floating.
The resistor value is calculated based on the decoupling capacitance on a given power supply. The RC
constant should be greater than 3 µs.
To remove resistor current during operation, it is suggested that the resistor be disconnected (e.g., with
an NMOS switch) from the power supply after the supply has reached its final value. Refer to the "Power-
Up/-Down Behavior of Low Power Flash Devices" section on page 373 for details on cold-sparing. 
Cold-sparing means that a subsystem with no power applied (usually a circuit board) is electrically
connected to the system that is in operation. This means that all input buffers of the subsystem must
present very high input impedance with no power applied so as not to disturb the operating portion of the
system.
The 30 k gate devices fully support cold-sparing, since the I/O clamp diode is always off (see Table 7-12 on
page 193). If the 30 k gate device is used in applications requiring cold-sparing, a discharge path from
the power supply to ground should be provided. This can be done with a discharge resistor or a switched
resistor. This is necessary because the 30K gate devices do not have built-in I/O clamp diodes. 
For other IGLOO and ProASIC3 devices, since the I/O clamp diode is always active, cold-sparing can be
accomplished either by employing a bus switch to isolate the device I/Os from the rest of the system or
by driving each I/O pin to 0 V. If the resistor is chosen, the resistor value must be calculated based on
decoupling capacitance on a given power supply on the board (this decoupling capacitance is in parallel
with the resistor). The RC time constant should ensure full discharge of supplies before cold-sparing
functionality is required. The resistor is necessary to ensure that the power pins are discharged to ground
every time there is an interruption of power to the device.
IGLOOe and ProASIC3E devices support cold-sparing for all I/O configurations. Standards, such as PCI,
that require I/O clamp diodes can also achieve cold-sparing compliance, since clamp diodes get
disconnected internally when the supplies are at 0 V.
When targeting low power applications, I/O cold-sparing may add additional current if a pin is configured
with either a pull-up or pull-down resistor and driven in the opposite direction. A small static current is
induced on each I/O pin when the pin is driven to a voltage opposite to the weak pull resistor. The current
is equal to the voltage drop across the input pin divided by the pull resistor. Refer to the "Detailed I/O DC
Characteristics" section of the appropriate family datasheet for the specific pull resistor value for the
corresponding I/O standard.
For example, assuming an LVTTL 3.3 V input pin is configured with a weak pull-up resistor, a current will
flow through the pull-up resistor if the input pin is driven LOW. For LVTTL 3.3 V, the pull-up resistor is
~45 kΩ, and the resulting current is equal to 3.3 V / 45 kΩ = 73 µA for the I/O pin. This is true also when
a weak pull-down is chosen and the input pin is driven HIGH. This current can be avoided by driving the
input LOW when a weak pull-down resistor is used and driving it HIGH when a weak pull-up resistor is
used.
This current draw can occur in the following cases:
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This current draw can occur in the following cases:
• In Active and Static modes:

– Input buffers with pull-up, driven Low
– Input buffers with pull-down, driven High
– Bidirectional buffers with pull-up, driven Low
– Bidirectional buffers with pull-down, driven High
– Output buffers with pull-up, driven Low
– Output buffers with pull-down, driven High
– Tristate buffers with pull-up, driven Low
– Tristate buffers with pull-down, driven High

• In Flash*Freeze mode:
– Input buffers with pull-up, driven Low
– Input buffers with pull-down, driven High
– Bidirectional buffers with pull-up, driven Low
– Bidirectional buffers with pull-down, driven High

Electrostatic Discharge Protection
Low power flash devices are tested per JEDEC Standard JESD22-A114-B.
These devices contain clamp diodes at every I/O, global, and power pad. Clamp diodes protect all device 
pads against damage from ESD as well as from excessive voltage transients. 
All IGLOO and ProASIC3 devices are tested to the Human Body Model (HBM) and the Charged Device 
Model (CDM).
Each I/O has two clamp diodes. One diode has its positive (P) side connected to the pad and its negative 
(N) side connected to VCCI. The second diode has its P side connected to GND and its N side 
connected to the pad. During operation, these diodes are normally biased in the off state, except when 
transient voltage is significantly above VCCI or below GND levels. 
In 30 k gate devices, the first diode is always off. In other devices, the clamp diode is always on and 
cannot be switched off.
By selecting the appropriate I/O configuration, the diode is turned on or off. Refer to Table 8-13 for more 
information about the I/O standards and the clamp diode.
The second diode is always connected to the pad, regardless of the I/O configuration selected.

Table 8-13 • I/O Hot-Swap and 5 V Input Tolerance Capabilities in IGLOOe and ProASIC3E Devices

I/O Assignment
Clamp 
Diode

Hot 
Insertion

5 V Input 
Tolerance 

Input 
Buffer

Output 
Buffer

3.3 V LVTTL/LVCMOS No Yes Yes1 Enabled/Disabled
3.3 V PCI, 3.3 V PCI-X Yes No Yes1 Enabled/Disabled
LVCMOS 2.5 V 2 No Yes No Enabled/Disabled
LVCMOS 2.5 V / 5.0 V 2 Yes No Yes3 Enabled/Disabled
LVCMOS 1.8 V No Yes No Enabled/Disabled
LVCMOS 1.5 V No Yes No Enabled/Disabled
Voltage-Referenced Input Buffer No Yes No Enabled/Disabled
Differential, LVDS/B-LVDS/M-LVDS/LVPECL No Yes No Enabled/Disabled
Notes:
1. Can be implemented with an external IDT bus switch, resistor divider, or Zener with resistor.
2. In the SmartGen Core Reference Guide, select the LVCMOS5 macro for the LVCMOS 2.5 V / 5.0 V I/O standard 

or the LVCMOS25 macro for the LVCMOS 2.5 V I/O standard.
3. Can be implemented with an external resistor and an internal clamp diode.
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I/O Software Control in Low Power Flash Devices
Instantiating in HDL code
All the supported I/O macros can be instantiated in the top-level HDL code (refer to the IGLOO,
ProASIC3, SmartFusion, and Fusion Macro Library Guide for a detailed list of all I/O macros). The
following is an example:
library ieee;
use ieee.std_logic_1164.all;
library proasic3e;

entity TOP is
port(IN2, IN1 : in std_logic; OUT1 : out std_logic);

end TOP;

architecture DEF_ARCH of TOP is 

component INBUF_LVCMOS5U
port(PAD : in std_logic := 'U'; Y : out std_logic);

end component;

component INBUF_LVCMOS5
port(PAD : in std_logic := 'U'; Y : out std_logic);

end component;

component OUTBUF_SSTL3_II
port(D : in std_logic := 'U'; PAD : out std_logic);

end component;

Other component …..

signal x, y, z…….other signals : std_logic;

begin 

I1 : INBUF_LVCMOS5U
port map(PAD => IN1, Y =>x);

I2 : INBUF_LVCMOS5
port map(PAD => IN2, Y => y);

I3 : OUTBUF_SSTL3_II
port map(D => z, PAD => OUT1);

other port mapping…

end DEF_ARCH;

Synthesizing the Design
Libero SoC integrates with the Synplify® synthesis tool. Other synthesis tools can also be used with
Libero SoC. Refer to the Libero SoC User’s Guide or Libero online help for details on how to set up the
Libero tool profile with synthesis tools from other vendors.
During synthesis, the following rules apply:

• Generic macros:
– Users can instantiate generic INBUF, OUTBUF, TRIBUF, and BIBUF macros.
– Synthesis will automatically infer generic I/O macros.
– The default I/O technology for these macros is LVTTL.
– Users will need to use the I/O Attribute Editor in Designer to change the default I/O standard if

needed (see Figure 9-6 on page 259).
• Technology-specific I/O macros:

– Technology-specific I/O macros, such as INBUF_LVCMO25 and OUTBUF_GTL25, can be
instantiated in the design. Synthesis will infer these I/O macros in the netlist. 
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DDR for Microsemi’s Low Power Flash Devices
module ddr_test(DIN, CLK, CLR, DOUT);

input  DIN, CLK, CLR;
output DOUT;

Inbuf_ddr Inbuf_ddr (.PAD(DIN), .CLR(clr), .CLK(clk), .QR(qr), .QF(qf));
Outbuf_ddr Outbuf_ddr (.DataR(qr),.DataF(qf), .CLR(clr), .CLK(clk),.PAD(DOUT));

INBUF INBUF_CLR (.PAD(CLR), .Y(clr));
INBUF INBUF_CLK (.PAD(CLK), .Y(clk));

endmodule

Simulation Consideration
Microsemi DDR simulation models use inertial delay modeling by default (versus transport delay
modeling). As such, pulses that are shorter than the actual gate delays should be avoided, as they will
not be seen by the simulator and may be an issue in post-routed simulations. The user must be aware of
the default delay modeling and must set the correct delay model in the simulator as needed.

Conclusion
Fusion, IGLOO, and ProASIC3 devices support a wide range of DDR applications with different I/O
standards and include built-in DDR macros. The powerful capabilities provided by SmartGen and its GUI
can simplify the process of including DDR macros in designs and minimize design errors. Additional
considerations should be taken into account by the designer in design floorplanning and placement of I/O
flip-flops to minimize datapath skew and to help improve system timing margins. Other system-related
issues to consider include PLL and clock partitioning. 
284 Revision 4



ProASIC3L FPGA Fabric User’s Guide
v1.3
(December 2008)

The "Programming Support in Flash Devices" section was updated to include 
IGLOO nano and ProASIC3 nano devices.

288

The "Flash Devices" section was updated to include information for IGLOO nano 
devices. The following sentence was added: IGLOO PLUS devices can also be 
operated at any voltage between 1.2 V and 1.5 V; the Designer software allows 
50 mV increments in the voltage.

289

Table 11-4 · Programming Ordering Codes was updated to replace FP3-26PIN-
ADAPTER with FP3-10PIN-ADAPTER-KIT. 

294

Table 14-6 · Programmer Device Support was updated to add IGLOO nano and 
ProASIC3 nano devices. AGL400 was added to the IGLOO portion of the table.

317

v1.2
(October 2008)

The "Programming Support in Flash Devices" section was revised to include new 
families and make the information more concise. 

288

Figure 11-1 · FlashPro Programming Setup and the "Programming Support in Flash 
Devices" section are new.

287, 288

Table 14-6 · Programmer Device Support was updated to include A3PE600L with 
the other ProASIC3L devices, and the RT ProASIC3 family was added.

317

v1.1
(March 2008)

The "Flash Devices" section was updated to include the IGLOO PLUS family. The 
text, "Voltage switching is required in-system to switch from a 1.2 V core to 1.5 V 
core for programming," was revised to state, "Although the device can operate at 
1.2 V core voltage, the device can only be reprogrammed when the core voltage is 
1.5 V. Voltage switching is required in-system to switch from a 1.2 V supply (VCC, 
VCCI, and VJTAG) to 1.5 V for programming."

289

The ProASIC3L family was added to Table 14-6 · Programmer Device Support as a 
separate set of rows rather than combined with ProASIC3 and ProASIC3E devices. 
The IGLOO PLUS family was included, and AGL015 and A3P015 were added.

317

Date Changes Page
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Security in Low Power Flash Devices
Application 3: Nontrusted Environment—Field Updates/Upgrades
Programming or reprogramming of devices may occur at remote locations. Reconfiguration of devices in
consumer products/equipment through public networks is one example. Typically, the remote system is
already programmed with particular design contents. When design update (FPGA array contents update)
and/or data upgrade (FlashROM and/or FB contents upgrade) is necessary, an updated programming file
with AES encryption can be generated, sent across public networks, and transmitted to the remote
system. Reprogramming can then be done using this AES-encrypted programming file, providing easy
and secure field upgrades. Low power flash devices support this secure ISP using AES. The detailed
flow for this application is shown in Figure 12-8. Refer to the "Microprocessor Programming of
Microsemi’s Low Power Flash Devices" chapter of an appropriate FPGA fabric user’s guide for more
information.
To prepare devices for this scenario, the user can initially generate a programming file with the available
security setting options. This programming file is programmed into the devices before shipment. During
the programming file generation step, the user has the option of making the security settings permanent
or not. In situations where no changes to the security settings are necessary, the user can select this
feature in the software to generate the programming file with permanent security settings. Microsemi
recommends that the programming file use encryption with an AES key, especially when ISP is done via
public domain.
For example, if the designer wants to use an AES key for the FPGA array and the FlashROM,
Permanent needs to be chosen for this setting. At first, the user chooses the options to use an AES key
for the FPGA array and the FlashROM, and then chooses Permanently lock the security settings. A
unique AES key is chosen. Once this programming file is generated and programmed to the devices, the
AES key is permanently stored in the on-chip memory, where it is secured safely. The devices are sent to
distant locations for the intended application. When an update is needed, a new programming file must
be generated. The programming file must use the same AES key for encryption; otherwise, the
authentication will fail and the file will not be programmed in the device. 

Figure 12-8 • Application 3: Nontrusted Environment—Field Updates/Upgrades 
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Security in Low Power Flash Devices
It is important to note that when the security settings need to be updated, the user also needs to select
the Security settings check box in Step 1, as shown in Figure 12-10 on page 314 and Figure 12-11 on
page 314, to modify the security settings. The user must consider the following:

• If only a new AES key is necessary, the user must re-enter the same Pass Key previously
programmed into the device in Designer and then generate a programming file with the same
Pass Key and a different AES key. This ensures the programming file can be used to access and
program the device and the new AES key.

• If a new Pass Key is necessary, the user can generate a new programming file with a new Pass
Key (with the same or a new AES key if desired). However, for programming, the user must first
load the original programming file with the Pass Key that was previously used to unlock the
device. Then the new programming file can be used to program the new security settings.

Advanced Options
As mentioned, there may be applications where more complicated security settings are required. The
“Custom Security Levels” section in the FlashPro User's Guide describes different advanced options
available to aid the user in obtaining the best available security settings. 

Figure 12-19 • FlashLock Pass Key, Previously Programmed Devices 
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2. VCC rises to 1.5 V before programming begins. 

The oscilloscope plot in Figure 14-3 shows a wider time interval for the programming algorithm and
includes the TDI and TMS signals from the FlashPro3. These signals carry the programming information
that is programmed into the device and should only start toggling after the VCC core voltage reaches 1.5
V. Again, TRST from FlashPro3 and the VCC core voltage of the IGLOO device are labeled. As shown in
Figure 14-3, TDI and TMS are floating initially, and the core voltage is 1.2 V. When a programming
command on the FlashPro3 is executed, TRST is driven HIGH and TDI is momentarily driven to ground.
In response to the HIGH TRST signal, the circuit responds and pulls the core voltage to 1.5 V. After
100 ms, TRST is briefly driven LOW by the FlashPro software. This is expected behavior that ensures
the device JTAG state machine is in Reset prior to programming. TRST remains HIGH for the duration of
the programming. It can be seen in Figure 14-3 that the VCC core voltage signal remains at 1.5 V for
approximately 50 ms before information starts passing through on TDI and TMS. This confirms that the
voltage switching circuit drives the VCC core supply voltage to 1.5 V prior to programming.

Figure 14-3 • Programming Algorithm
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Advanced Boundary Scan Register Settings
You will not be able to control the order in which I/Os are released from boundary scan control. Testing
has produced cases where, depending on I/O placement and FPGA routing, a 5 ns glitch has been seen
on exiting programming mode. The following setting is recommended to prevent such I/O glitches:

1. In the FlashPro software, configure the advanced BSR settings for Specify I/O Settings During
Programming. 

2. Set the input BSR cell to Low for the input I/O.

Note: TCK is correctly wired with an equivalent tie-off resistance of 500 Ω, which satisfies the table for
VJTAG of 1.5 V. The resistor values for TRST are not appropriate in this case, as the tie-off
resistance of 375 Ω is below the recommended minimum for VJTAG = 1.5 V, but would be
appropriate for a VJTAG setting of 2.5 V or 3.3 V.

Figure 16-3 • Parallel Resistance on JTAG Chain of Devices
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