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of logical operations, enabling customized functionality
tailored to specific applications. This reprogrammability
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offer non-volatile storage, retaining their configuration
without power and enabling faster start-up times. Antifuse-
based FPGAs provide a permanent, one-time
programmable solution, ensuring robust security and
reliability for critical systems. Each type of FPGA brings
distinct advantages, making the choice dependent on the
specific needs of the application.
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Chapter 1: Cyclone IV FPGA Device Family Overview 1–9
Cyclone IV Device Family Architecture
I/O Features
Cyclone IV device I/O supports programmable bus hold, programmable pull-up 
resistors, programmable delay, programmable drive strength, programmable 
slew-rate control to optimize signal integrity, and hot socketing. Cyclone IV devices 
support calibrated on-chip series termination (Rs OCT) or driver impedance matching 
(Rs) for single-ended I/O standards. In Cyclone IV GX devices, the high-speed 
transceiver I/Os are located on the left side of the device. The top, bottom, and right 
sides can implement general-purpose user I/Os.

Table 1–8 lists the I/O standards that Cyclone IV devices support.

The LVDS SERDES is implemented in the core of the device using logic elements.

f For more information, refer to the I/O Features in Cyclone IV Devices chapter.

Clock Management
Cyclone IV devices include up to 30 global clock (GCLK) networks and up to eight 
PLLs with five outputs per PLL to provide robust clock management and synthesis. 
You can dynamically reconfigure Cyclone IV device PLLs in user mode to change the 
clock frequency or phase.

Cyclone IV GX devices support two types of PLLs: multipurpose PLLs and general-
purpose PLLs:

■ Use multipurpose PLLs for clocking the transceiver blocks. You can also use them 
for general-purpose clocking when they are not used for transceiver clocking.

■ Use general purpose PLLs for general-purpose applications in the fabric and 
periphery, such as external memory interfaces. Some of the general purpose PLLs 
can support transceiver clocking. 

f For more information, refer to the Clock Networks and PLLs in Cyclone IV Devices 
chapter.

External Memory Interfaces
Cyclone IV devices support SDR, DDR, DDR2 SDRAM, and QDRII SRAM interfaces 
on the top, bottom, and right sides of the device. Cyclone IV E devices also support 
these interfaces on the left side of the device. Interfaces may span two or more sides of 
the device to allow more flexible board design. The Altera® DDR SDRAM memory 
interface solution consists of a PHY interface and a memory controller. Altera supplies 
the PHY IP and you can use it in conjunction with your own custom memory 
controller or an Altera-provided memory controller. Cyclone IV devices support the 
use of error correction coding (ECC) bits on DDR and DDR2 SDRAM interfaces.

Table 1–8. I/O Standards Support for the Cyclone IV Device Family

Type I/O Standard

Single-Ended I/O LVTTL, LVCMOS, SSTL, HSTL, PCI, and PCI-X

Differential I/O SSTL, HSTL, LVPECL, BLVDS, LVDS, mini-LVDS, RSDS, and PPDS
March 2016 Altera Corporation Cyclone IV Device Handbook,
Volume 1
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Chapter 3: Memory Blocks in Cyclone IV Devices 3–9
Memory Modes
Figure 3–7 shows a timing waveform for read and write operations in single-port 
mode with unregistered outputs. Registering the outputs of the RAM simply delays 
the q output by one clock cycle.

Simple Dual-Port Mode
Simple dual-port mode supports simultaneous read and write operations to different 
locations. Figure 3–8 shows the simple dual-port memory configuration.

Cyclone IV devices M9K memory blocks support mixed-width configurations, 
allowing different read and write port widths. Table 3–3 lists mixed-width 
configurations.

Figure 3–7. Cyclone IV Devices Single-Port Mode Timing Waveform

clk_a

wren_a

address_a

data_a

rden_a

q_a (old data)

a0 a1
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a0(old data) a1(old data)A B D E

q_a (new data) A DB C E F

Figure 3–8. Cyclone IV Devices Simple Dual-Port Memory (1)

Note to Figure 3–8:

(1) Simple dual-port RAM supports input or output clock mode in addition to the read or write clock mode shown. 

data[ ]
wraddress[ ]
wren
byteena[]
wr_addressstall
wrclock
wrclocken
aclr

rdaddress[ ]
rden

q[ ]
rd_addressstall

rdclock
rdclocken

Table 3–3.  Cyclone IV Devices M9K Block Mixed-Width Configurations (Simple Dual-Port Mode) (Part 1 of 2)

Read Port
Write Port

8192 × 1 4096 × 2 2048 × 4 1024 × 8 512 × 16 256 × 32 1024 × 9 512 × 18 256 × 36

8192 × 1 v v v v v v — — —

4096 × 2 v v v v v v — — —

2048 × 4 v v v v v v — — —

1024 × 8 v v v v v v — — —
November 2011 Altera Corporation Cyclone IV Device Handbook,
Volume 1



4–6 Chapter 4: Embedded Multipliers in Cyclone IV Devices
Operational Modes
9-Bit Multipliers
You can configure each embedded multiplier to support two 9 × 9 independent 
multipliers for input widths of up to 9 bits.

Figure 4–4 shows the embedded multiplier configured to support two 9-bit 
multipliers.

All 9-bit multiplier inputs and results are independently sent through registers. The 
multiplier inputs can accept signed integers, unsigned integers, or a combination of 
both. Two 9 × 9 multipliers in the same embedded multiplier block share the same 
signa and signb signal. Therefore, all the Data A inputs feeding the same embedded 
multiplier must have the same sign representation. Similarly, all the Data B inputs 
feeding the same embedded multiplier must have the same sign representation.

Figure 4–4. 9-Bit Multiplier Mode
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CLK15/DIFFCLK_6p 
(2) — — — — — — — — — — — — — — —

PLL_1_C0 (3) v — — v — — — — — — — — — — —

PLL_1_C1 (3) — v — — v — — — — — — — — — —

PLL_1_C2 (3) v — v — — — — — — — — — — — —

PLL_1_C3 (3) — v — v — — — — — — — — — — —

PLL_1_C4 (3) — — v — v — — — — — — — — — —

PLL_2_C0 (3) — — — — — v — — v — — — — — —

PLL_2_C1 (3) — — — — — — v — — v — — — — —

PLL_2_C2 (3) — — — — — v — v — — — — — — —

PLL_2_C3 (3) — — — — — — v — v — — — — — —

PLL_2_C4 (3) — — — — — — — v — v — — — — —

PLL_3_C0 — — — — — — — — — — v — — v —

PLL_3_C1 — — — — — — — — — — — v — — v
PLL_3_C2 — — — — — — — — — — v — v — —

PLL_3_C3 — — — — — — — — — — — v — v —

PLL_3_C4 — — — — — — — — — — — — v — v
PLL_4_C0 — — — — — — — — — — — — — — —

PLL_4_C1 — — — — — — — — — — — — — — —

PLL_4_C2 — — — — — — — — — — — — — — —

PLL_4_C3 — — — — — — — — — — — — — — —

PLL_4_C4 — — — — — — — — — — — — — — —

DPCLK0 v — — — — — — — — — — — — — —

DPCLK1 — v — — — — — — — — — — — — —

DPCLK7 (4)

CDPCLK0, or

CDPCLK7 (2), (5)

— — v — — — — — — — — — — — —

Table 5–3. GCLK Network Connections for Cyclone IV E Devices (1) (Part 2 of 3)

GCLK Network Clock 
Sources

GCLK Networks 

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14



Chapter 6: I/O Features in Cyclone IV Devices 6–37
Design Guidelines
Figure 6–22 shows the Cyclone IV devices high-speed I/O timing budget.

f For more information, refer to the Cyclone IV Device Datasheet chapter.

Design Guidelines
This section provides guidelines for designing with Cyclone IV devices.

Differential Pad Placement Guidelines
To maintain an acceptable noise level on the VCCIO supply, you must observe some 
restrictions on the placement of single-ended I/O pins in relation to differential pads. 

1 For guidelines on placing single-ended pads with respect to differential pads in 
Cyclone IV devices, refer to “Pad Placement and DC Guidelines” on page 6–23.

Input jitter tolerance (peak-to-peak) — Allowed input jitter on the input clock to the PLL that is tolerable 
while maintaining PLL lock.

Output jitter (peak-to-peak) — Peak-to-peak output jitter from the PLL.

Note to Table 6–11:

(1) The TCCS specification applies to the entire bank of differential I/O as long as the SERDES logic is placed in the logic array block (LAB) adjacent 
to the output pins.

Table 6–11. High-Speed I/O Timing Definitions (Part 2 of 2)

Parameter Symbol Description

Figure 6–21. High-Speed I/O Timing Diagram

Sampling Window (SW)

Time Unit Interval (TUI)

RSKM TCCSRSKMTCCS

Internal Clock

External 
Input Clock

Receiver 
Input Data

Figure 6–22. Cyclone IV Devices High-Speed I/O Timing Budget  (1)

Note to Figure 6–22:
(1) The equation for the high-speed I/O timing budget is:

Internal Clock Period

RSKM      0.5 × TCCS RSKM      0.5 × TCCSSW

eriod 0.5 TCCS RSKM SW RSKM 0.5 TCCS+ + + +=
March 2016 Altera Corporation Cyclone IV Device Handbook,
Volume 1
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7–8 Chapter 7: External Memory Interfaces in Cyclone IV Devices
Cyclone IV Devices Memory Interfaces Pin Support
Figure 7–2 shows the location and numbering of the DQS, DQ, or CQ# pins in the 
Cyclone IV GX I/O banks.

Figure 7–2. DQS, CQ, or CQ# Pins in Cyclone IV GX I/O Banks (1)

Note to Figure 7–2:

(1) The DQS, CQ, or CQ# pin locations in this diagram apply to all packages in Cyclone IV GX devices except devices in 
169-pin FBGA and 324-pin FBGA.
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7–10 Chapter 7: External Memory Interfaces in Cyclone IV Devices
Cyclone IV Devices Memory Interfaces Pin Support
Figure 7–5 shows the location and numbering of the DQS, DQ, or CQ# pins in the 
Cyclone IV E device I/O banks.

Figure 7–5. DQS, CQ, or CQ# Pins in Cyclone IV E I/O Banks (1)

Note to Figure 7–5:

(1) The DQS, CQ, or CQ# pin locations in this diagram apply to all packages in Cyclone IV E devices except devices in 
144-pin EQFP.
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8. Configuration and Remote System
Upgrades in Cyclone IV Devices
This chapter describes the configuration and remote system upgrades in Cyclone® IV 
devices. Cyclone IV (Cyclone IV GX and Cyclone IV E) devices use SRAM cells to 
store configuration data. You must download the configuration data to Cyclone IV 
devices each time the device powers up because SRAM memory is volatile.

Cyclone IV devices are configured using one of the following configuration schemes:

■ Active serial (AS)

■ Active parallel (AP) (supported in Cyclone IV E devices only)

■ Passive serial (PS)

■ Fast passive parallel (FPP) (not supported in EP4CGX15, EP4CGX22, and 
EP4CGX30 [except for the F484 package] devices)

■ JTAG

Cyclone IV devices offer the following configuration features: 

■ Configuration data decompression (“Configuration Data Decompression” on 
page 8–2)

■ Remote system upgrade (“Remote System Upgrade” on page 8–69)

System designers face difficult challenges, such as shortened design cycles, evolving 
standards, and system deployments in remote locations. Cyclone IV devices help 
overcome these challenges with inherent re-programmability and dedicated circuitry 
to perform remote system upgrades. Remote system upgrades help deliver feature 
enhancements and bug fixes without costly recalls, reduced time-to-market, and 
extended product life. 

Configuration
This section describes Cyclone IV device configuration and includes the following 
topics:

■ “Configuration Features” on page 8–2

■ “Configuration Requirement” on page 8–3

■ “Configuration Process” on page 8–6

■ “Configuration Scheme” on page 8–8

■ “AS Configuration (Serial Configuration Devices)” on page 8–10

■ “AP Configuration (Supported Flash Memories)” on page 8–21

■ “PS Configuration” on page 8–32
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8–38 Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices
Configuration
The programming hardware or download cable then places the configuration data 
one bit at a time on the DATA[0] pin of the device. The configuration data is clocked 
into the target device until CONF_DONE goes high. The CONF_DONE pin must have an 
external 10-k pull-up resistor for the device to initialize.

When you use a download cable, setting the Auto-restart configuration after error 
option does not affect the configuration cycle because you must manually restart 
configuration in the Quartus II software if an error occurs. Additionally, the Enable 
user-supplied start-up clock (CLKUSR) option has no effect on device initialization, 
because this option is disabled in the .sof when programming the device with the 
Quartus II Programmer and download cable. Therefore, if you turn on the CLKUSR 
option, you do not have to provide a clock on CLKUSR when you configure the device 
with the Quartus II Programmer and a download cable.

Figure 8–17 shows PS configuration for Cyclone IV devices with a download cable.

Figure 8–17. PS Configuration Using a Download Cable

Notes to Figure 8–17:

(1) You must connect the pull-up resistor to the same supply voltage as the VCCA supply.
(2) The pull-up resistors on DATA[0] and DCLK are only required if the download cable is the only configuration scheme 

used on your board. This is to ensure that DATA[0] and DCLK are not left floating after configuration. For example, 
if you also use a configuration device, the pull-up resistors on DATA[0] and DCLK are not required.

(3) Pin 6 of the header is a VIO reference voltage for the MasterBlaster output driver. VIO must match the VCCA of the 
device. For this value, refer to the MasterBlaster Serial/USB Communications Cable User Guide. With the USB-Blaster, 
ByteBlaster II, ByteBlaster MV, and EthernetBlaster, this pin is a no connect. 

(4) The nCEO pin is left unconnected or used as a user I/O pin when it does not feed the nCE pin of another device.
(5) The MSEL pin settings vary for different configuration voltage standards and POR time. To connect the MSEL pins, 

refer to Table 8–3 on page 8–8, Table 8–4 on page 8–8, and Table 8–5 on page 8–9 for PS configuration schemes. 
Connect the MSEL pins directly to VCCA or GND.

(6) Power up the VCC of the ByteBlaster II, USB-Blaster, or ByteBlasterMV cable with a 2.5-V supply from VCCA. 
Third-party programmers must switch to 2.5 V. Pin 4 of the header is a VCC power supply for the MasterBlaster cable. 
The MasterBlaster cable can receive power from either 5.0- or 3.3-V circuit boards, DC power supply, or 5.0 V from 
the USB cable. For this value, refer to the MasterBlaster Serial/USB Communications Cable User Guide.

MSEL[ ] (5)

nCONFIG

CONF_DONE

VCCA (1)

VCCA (6)

Shield
GND

VCCA (1)

GND

VCCA (1)

10 kΩ10 kΩ

VCCA (1)

10 kΩ

10 kΩ

nSTATUS

Pin 1

Download Cable 10-Pin Male
Header (Top View)

GND
VIO (3)

Cyclone IV Device

nCEO

DCLK
DATA[0]

nCE
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Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices 8–81
Document Revision History
July 2010 1.2

Updated for the Quartus II software 10.0 release: 

■ Updated “Power-On Reset (POR) Circuit”, “Configuration and JTAG Pin I/O 
Requirements”, and “Reset” sections.

■ Updated Figure 8–10.

■ Updated Table 8–16 and Table 8–17.

February 2010 1.1

Updated for the Quartus II software 9.1 SP1 release: 

■ Added “Overriding the Internal Oscillator” and “AP Configuration (Supported Flash 
Memories)” sections.

■ Updated “JTAG Instructions” section.

■ Added Table 8–6.

■ Updated Table 8–2, Table 8–3, Table 8–4, Table 8–6, Table 8–11, Table 8–13, 
Table 8–14, Table 8–15, and Table 8–18.

■ Updated Figure 8–4, Figure 8–5, Figure 8–6, Figure 8–13, Figure 8–14, 
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Table 8–28. Document Revision History (Part 2 of 2)

Date Version Changes
May 2013 Altera Corporation Cyclone IV Device Handbook,
Volume 1



11–4 Chapter 11: Power Requirements for Cyclone IV Devices
Document Revision History
In some applications, it is necessary for a device to wake up very quickly to begin 
operation. Cyclone IV devices offer the Fast-On feature to support fast wake-up time 
applications. The MSEL pin settings determine the POR time (tPOR) of the device.

f For more information about the MSEL pin settings, refer to the Configuration and 
Remote System Upgrades in Cyclone IV Devices chapter.

f For more information about the POR specifications, refer to the Cyclone IV Device 
Datasheet chapter.

Document Revision History
Table 11–3 lists the revision history for this chapter.

Table 11–3. Document Revision History

Date Version Changes

May 2013 1.3 Updated Note (4) in Table 11–1.

July 2010 1.2

■ Updated for the Quartus II software version 10.0 release.

■ Updated “I/O Pins Remain Tri-stated During Power-Up” section.

■ Updated Table 11–1.

February 2010 1.1 Updated Table 11–1 and Table 11–2 for the Quartus II software version 9.1 SP1 
release.

November 2009 1.0 Initial release.
Cyclone IV Device Handbook, May 2013 Altera Corporation
Volume 1
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In the transmitter datapath, TX phase compensation FIFO forms the FPGA 
fabric-transmitter interface. Data and control signals for the transmitter are clocked 
with the FIFO write clock. The FIFO write clock supports automatic clock selection by 
the Quartus II software (depending on channel configuration), or user-specified clock 
from tx_coreclk port. Table 1–12 details the automatic TX phase compensation FIFO 
write clock selection by the Quartus II software.

1 The Quartus II software assumes automatic clock selection for TX phase 
compensation FIFO write clock if you do not enable the tx_coreclk port.

When using user-specified clock option, ensure that the clock feeding tx_coreclk port 
has 0 ppm difference with the TX phase compensation FIFO read clock.

In the receiver datapath, RX phase compensation FIFO forms the receiver-FPGA 
fabric interface. Data and status signals from the receiver are clocked with the FIFO 
read clock. The FIFO read clock supports automatic clock selection by the Quartus II 
software (depending on channel configuration), or user-specified clock from 
rx_coreclk port. Table 1–13 details the automatic RX phase compensation FIFO read 
clock selection by the Quartus II software.

1 The Quartus II software assumes automatic clock selection for RX phase 
compensation FIFO read clock if you do not enable the rx_coreclk port.

cal_blk_clk (2) Transceiver calibration block clock FPGA fabric to transceiver

Notes to Table 1–11:

(1) Offset cancellation process that is executed after power cycle requires reconfig_clk clock. The reconfig_clk must be driven with a 
free-running clock and not derived from the transceiver blocks. 

(2) For the supported clock frequency range, refer to the Cyclone IV Device Data Sheet.

Table 1–11. FPGA Fabric-Transceiver Interface Clocks (Part 2 of 2)

Clock Name Clock Description Interface Direction

Table 1–12. Automatic TX Phase Compensation FIFO Write Clock Selection 

Channel 
Configuration Quartus II Selection

Non-bonded tx_clkout clock feeds the FIFO write clock. tx_clkout is forwarded through the transmitter 
channel from low-speed clock, which also feeds the FIFO read clock. 

Bonded coreclkout clock feeds the FIFO write clock for the bonded channels. coreclkout clock is the 
common bonded low-speed clock, which also feeds the FIFO read clock in the bonded channels.

Table 1–13. Automatic RX Phase Compensation FIFO Read Clock Selection (Part 1 of 2)

Channel Configuration Quartus II Selection

Non-bonded

With rate match FIFO (1)
tx_clkout clock feeds the FIFO read clock. tx_clkout is forwarded through 
the receiver channel from low-speed clock, which also feeds the FIFO write 
clock and transmitter PCS.

Without rate match FIFO
rx_clkout clock feeds the FIFO read clock. rx_clkout is forwarded through 
the receiver channel from low-speed recovered clock, which also feeds the FIFO 
write clock.

http://www.altera.com/literature/hb/cyclone-iv/cyiv-53001.pdf
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Clock Frequency Compensation
In GIGE mode, the rate match FIFO compensates up to ±100 ppm (200 ppm total) 
difference between the upstream transmitter and the local receiver reference clock. 
The GIGE protocol requires the transmitter to send idle ordered sets /I1/ 
(/K28.5/D5.6/) and /I2/ (/K28.5/D16.2/) during inter-packet gaps, adhering to the 
rules listed in the IEEE 802.3 specification.

The rate match operation begins after the synchronization state machine in the word 
aligner indicates synchronization has been acquired by driving the rx_syncstatus 
signal high. The rate match FIFO deletes or inserts both symbols of the /I2/ ordered 
sets (/K28.5/ and /D16.2/) to prevent the rate match FIFO from overflowing or 
underflowing. It can insert or delete as many /I2/ ordered sets as necessary to 
perform the rate match operation.

1 If you have the auto-negotiation state machine in the FPGA, note that the rate match 
FIFO is capable of inserting or deleting the first two bytes (/K28.5//D2.2/) of /C2/ 
ordered sets during auto-negotiation. However, the insertion or deletion of the first 
two bytes of /C2/ ordered sets can cause the auto-negotiation link to fail. For more 
information, refer to the Altera Knowledge Base Support Solution.

The status flags rx_rmfifodatadeleted and rx_rmfifodatainserted to indicate rate 
match FIFO deletion and insertion events, respectively, are forwarded to the FPGA 
fabric. These two flags are asserted for two clock cycles for each deleted and inserted 
/I2/ ordered set.

Figure 1–58 shows an example of rate match FIFO deletion where three symbols must 
be deleted. Because the rate match FIFO can only delete /I2/ ordered sets, it deletes 
two /I2/ ordered sets (four symbols deleted).

Figure 1–58. Example of Rate Match FIFO Deletion in GIGE Mode

rx_rmfifodatadeleted

datain K28.5Dx.y

Dx.y

K28.5 D16.2 K28.5

First /I2/ Skip
Ordered Set

Second /I2/ Skip
Ordered Set

/I2/ Skip Symbol Deleted

Third /I2/ Skip
Ordered Set

D16.2 D16.2 Dx.y

dataout K28.5 Dx.yD16.2

http://www.altera.com/support/kdb/solutions/rd09182013_734.html
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Figure 1–59 shows an example of rate match FIFO insertion in the case where one 
symbol must be inserted. Because the rate match FIFO can only insert /I2/ ordered 
sets, it inserts one /I2/ ordered set (two symbols inserted). 

1 The rate match FIFO does not insert or delete code groups automatically to overcome 
FIFO empty or full conditions. In this case, the rate match FIFO asserts the 
rx_rmfifofull and rx_rmfifoempty flags for at least two recovered clock cycles to 
indicate rate match FIFO full and empty conditions, respectively. You must then assert 
the rx_digitalreset signal to reset the receiver PCS blocks.

Serial RapidIO Mode
Serial RapidIO mode provides the non-bonded (×1) transceiver channel datapath 
configuration for SRIO protocol implementation. The Cyclone IV GX transceiver 
provides the PMA and the following PCS functions:

■ 8B/10B encoding and decoding

■ lane synchronization state machine

1 Cyclone IV GX transceivers do not have built-in support for some PCS functions such 
as pseudo-random idle sequence generation and lane alignment in ×4 bonded 
channel configuration. If required, you must implement these functions in a user 
logics or external circuits.

The RapidIO Trade Association defines a high-performance, packet-switched 
interconnect standard to pass data and control information between microprocessors, 
digital signals, communications, network processes, system memories, and peripheral 
devices. The SRIO physical layer specification defines serial protocol running at 
1.25 Gbps, 2.5 Gbps, and 3.125 Gbps in either single-lane (×1) or bonded four-lane (×4) 
at each line rate. Cyclone IV GX transceivers support single-lane (×1) configuration at 
all three line rates. Four ×1 channels configured in Serial RapidIO mode can be 
instantiated to achieve one non-bonded ×4 SRIO link. When implementing four ×1 
SRIO channels, the receivers do not have lane alignment or deskew capability. 

Figure 1–59. Example of Rate Match FIFO Insertion in GIGE Mode

First /I2/
Ordered Set

Second /I2/
Ordered Set

rx_rmfifodatainserted

dataout K28.5Dx.y

Dx.y

K28.5 D16.2

K28.5 D16.2

K28.5D16.2 D16.2 Dx.y

datain K28.5 D16.2
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PCIe Initialization/Compliance Phase
After the device is powered up, a PCIe-compliant device goes through the compliance 
phase during initialization. The rx_digitalreset signal must be deasserted during 
this compliance phase to achieve transitions on the pipephydonestatus signal, as 
expected by the link layer. The rx_digitalreset signal is deasserted based on the 
assertion of the rx_freqlocked signal.

During the initialization/compliance phase, do not use the rx_freqlocked signal to 
trigger a deassertion of the rx_digitalreset signal. Instead, perform the following 
reset sequence:

1. After power up, assert pll_areset for a minimum period of 1 s (the time 
between markers 1 and 2). Keep the tx_digitalreset, rx_analogreset, and 
rx_digitalreset signals asserted during this time period. After you deassert the 
pll_areset signal, the multipurpose PLL starts locking to the input reference 
clock.

2. After the multipurpose PLL locks, as indicated by the pll_locked signal going 
high (marker 3), deassert tx_digitalreset. For a receiver operation, after 
deassertion of busy signal, wait for two parallel clock cycles to deassert the 
rx_analogreset signal. After rx_analogreset is deasserted, the receiver CDR 
starts locking to the receiver input reference clock.

3. Deassert both the rx_analogreset signal (marker 6) and rx_digitalreset signal 
(marker 7) together, as indicated in Figure 2–10. After deasserting 
rx_digitalreset, the pipephydonestatus signal transitions from the transceiver 
channel to indicate the status to the link layer. Depending on its status, 
pipephydonestatus helps with the continuation of the compliance phase. After 
successful completion of this phase, the device enters into the normal operation 
phase.

PCIe Normal Phase
For the normal PCIe phase:

1. After completion of the Initialization/Compliance phase, during the normal 
operation phase at the Gen1 data rate, when the rx_freqlocked signal is 
deasserted (marker 9 in Figure 2–10).

2. Wait for the rx_freqlocked signal to go high again. In this phase, the received data 
is valid (not electrical idle) and the receiver CDR locks to the incoming data. 
Proceed with the reset sequence after assertion of the rx_freqlocked signal. 

3. After the rx_freqlocked signal goes high, wait for at least tLTD_Manual before 
asserting rx_digitalreset (marker 12 in Figure 2–10) for two parallel receive 
clock cycles so that the receiver phase compensation FIFO is initialized. For 
bonded PCIe Gen 1 mode (×2 and ×4), wait for all the rx_freqlocked signals to go 
high, then wait for tLTD_Manual before asserting rx_digitalreset for 2 parallel clock 
cycles.
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Clocking/Interface Options

The following describes the Clocking/Interface options available in Cyclone IV GX 
devices. The core clocking setup describes the transceiver core clocks that are the 
write and read clocks of the Transmit Phase Compensation FIFO and the Receive 
Phase Compensation FIFO, respectively. Core clocking is classified as transmitter core 
clocking and receiver core clocking. 

Table 3–6 lists the supported clocking interface settings for channel reconfiguration 
mode in Cyclone IV GX devices. 

Transmitter core clocking refers to the clock that is used to write the parallel data from 
the FPGA fabric into the Transmit Phase Compensation FIFO. You can use one of the 
following clocks to write into the Transmit Phase Compensation FIFO:

■ tx_coreclk—you can use a clock of the same frequency as tx_clkout from the 
FPGA fabric to provide the write clock to the Transmit Phase Compensation FIFO. 
If you use tx_coreclk, it overrides the tx_clkout options in the ALTGX 
MegaWizard Plug-In Manager.

■ tx_clkout—the Quartus II software automatically routes tx_clkout to the FPGA 
fabric and back into the Transmit Phase Compensation FIFO. 

Table 3–6. Dynamic Reconfiguration Clocking Interface Settings in Channel Reconfiguration 
Mode

ALTGX Setting Description

Dynamic Reconfiguration Channel Internal and Interface Settings

How should the receivers be 
clocked?

Select one of the available options:

■ Share a single transmitter core clock between receivers

■ Use the respective channel transmitter core clocks

■ Use the respective channel receiver core clocks

How should the transmitters be 
clocked?

Select one of the available options:

■ Share a single transmitter core clock between transmitters

■ Use the respective channel transmitter core clocks
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