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programmed and reprogrammed to execute a wide array
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support advanced driver-assistance systems (ADAS) and
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offer non-volatile storage, retaining their configuration
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based FPGAs provide a permanent, one-time
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distinct advantages, making the choice dependent on the
specific needs of the application.
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Document Revision History
Table 4–3 lists the revision history for this chapter.

Table 4–3. Document Revision History

Date Version Changes

February 2010 1.1 Added Cyclone IV E devices in Table 4–1 for the Quartus II software version 
9.1 SP1 release.

November 2009 1.0 Initial release.
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PLL Reconfiguration
PLLs use several divide counters and different VCO phase taps to perform frequency 
synthesis and phase shifts. In PLLs of Cyclone IV devices, you can reconfigure both 
counter settings and phase shift the PLL output clock in real time. You can also change 
the charge pump and loop filter components, which dynamically affects PLL 
bandwidth. You can use these PLL components to update the output clock frequency, 
PLL bandwidth, and phase shift in real time, without reconfiguring the entire FPGA.

The ability to reconfigure the PLL in real time is useful in applications that might 
operate at multiple frequencies. It is also useful in prototyping environments, 
allowing you to sweep PLL output frequencies and adjust the output clock phase 
dynamically. For instance, a system generating test patterns is required to generate 
and send patterns at 75 or 150 MHz, depending on the requirements of the device 
under test. Reconfiguring PLL components in real time allows you to switch between 
two such output frequencies in a few microseconds.

You can also use this feature to adjust clock-to-out (tCO) delays in real time by 
changing the PLL output clock phase shift. This approach eliminates the need to 
regenerate a configuration file with the new PLL settings.

PLL Reconfiguration Hardware Implementation
The following PLL components are configurable in real time:

� Pre-scale counter (N)

� Feedback counter (M)

� Post-scale output counters (C0–C4)

� Dynamically adjust the charge pump current ( ICP) and loop filter components 
(R, C) to facilitate on-the-fly reconfiguration of the PLL bandwidth
Cyclone IV Device Handbook, October 2012 Altera Corporation
Volume 1
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Configuration
JTAG Configuration
JTAG has developed a specification for boundary-scan testing (BST). The BST 
architecture offers the capability to efficiently test components on PCBs with tight 
lead spacing. The BST architecture can test pin connections without using physical 
test probes and capture functional data while a device is normally operating. You can 
also use the JTAG circuitry to shift configuration data into the device. The Quartus II 
software automatically generates .sof for JTAG configuration with a download cable 
in the Quartus II software Programmer.

f For more information about the JTAG boundary-scan testing, refer to the JTAG 
Boundary-Scan Testing for Cyclone IV Devices chapter.

tST2CK

nSTATUS high to 
first rising edge of 
DCLK

2 — µs

tDH

Data hold time after 
rising edge on 
DCLK

0 — ns

tCD2UM
CONF_DONE high to 
user mode (5) 300 650 µs

tCD2CU
CONF_DONE high to 
CLKUSR enabled

4 × maximum DCLK period — —

tCD2UMC

CONF_DONE high to 
user mode with 
CLKUSR option on

tCD2CU + (3,192 × CLKUSR period) — —

tDSU 

Data setup time 
before rising edge 
on DCLK

5 8 — — ns

tCH DCLK high time 3.2 6.4 — — ns

tCL DCLK low time 3.2 6.4 — — ns

tCLK DCLK period 7.5 15 — — ns

fMAX DCLK frequency (6) — — 133 66 MHz

Notes to Table 8–13:
May 2013 Altera Corporation Cyclone IV Device Handbook,
Volume 1
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JTAG instructions have precedence over any other configuration modes. Therefore, 
JTAG configuration can take place without waiting for other configuration modes to 
complete. For example, if you attempt JTAG configuration in Cyclone IV devices 
during PS configuration, PS configuration terminates and JTAG configuration begins. 
If the MSEL pins are set to AS mode, the Cyclone IV device does not output a DCLK 
signal when JTAG configuration takes place.

The four required pins for a device operating in JTAG mode are TDI, TDO, TMS, and TCK. 
All the JTAG input pins are powered by the VCCIO pin and support the LVTTL I/O 
standard only. All user I/O pins are tri-stated during JTAG configuration. Table 8–14 
explains the function of each JTAG pin.

You can download data to the device through the USB-Blaster, MasterBlaster, 
ByteBlaster II, or ByteBlasterMV download cable, or the EthernetBlaster 
communications cable during JTAG configuration. Configuring devices with a cable is 
similar to programming devices in-system. Figure 8–23 and Figure 8–24 show the 
JTAG configuration of a single Cyclone IV device. 

Table 8–14. Dedicated JTAG Pins 

Pin Name Pin Type Description

TDI
Test data 
input

Serial input pin for instructions as well as test and programming data. Data shifts in on the 
rising edge of TCK. If the JTAG interface is not required on the board, the JTAG circuitry is 
disabled by connecting this pin to VCC. TDI pin has weak internal pull-up resistors (typically 25 
k�: ).

TDO
Test data 
output

Serial data output pin for instructions as well as test and programming data. Data shifts out on 
the falling edge of TCK. The pin is tri-stated if data is not being shifted out of the device. If the 
JTAG interface is not required on the board, the JTAG circuitry is disabled by leaving this pin 
unconnected.

TMS
Test mode 
select

Input pin that provides the control signal to determine the transitions of the TAP controller 
state machine. Transitions in the state machine occur on the rising edge of TCK. Therefore, 
TMS must be set up before the rising edge of TCK. TMS is evaluated on the rising edge of TCK. 
If the JTAG interface is not required on the board, the JTAG circuitry is disabled by connecting 
this pin to VCC. TMS pin has weak internal pull-up resistors (typically 25 k�: ).

TCK
Test clock 
input

The clock input to the BST circuitry. Some operations occur at the rising edge, while others 
occur at the falling edge. If the JTAG interface is not required on the board, the JTAG circuitry 
is disabled by connecting this pin to GND. The TCK pin has an internal weak pull-down resistor.
Cyclone IV Device Handbook, May 2013 Altera Corporation
Volume 1
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Receiver Channel Datapath

February 2015 Altera Corporation Cyclone IV Device Handbook,
Volume 2

Receiver Channel Datapath
The following sections describe the Cyclone IV GX receiver channel datapath 
architecture as shown in Figure 1–3 on page 1–4: 

■ “Receiver Input Buffer” on page 1–11

■ “Clock Data Recovery” on page 1–15

■ “Deserializer” on page 1–16

■ “Word Aligner” on page 1–17 

■ “Deskew FIFO” on page 1–22

■ “Rate Match FIFO” on page 1–23

■ “8B/10B Decoder” on page 1–23

■ “Byte Deserializer” on page 1–24

■ “Byte Ordering” on page 1–24

■ “RX Phase Compensation FIFO” on page 1–25

Receiver Input Buffer
Table 1–2 lists the electrical features supported by the Cyclone IV GX receiver input 
buffer.

Table 1–2. Electrical Features Supported by the Receiver Input Buffer

I/O Standard Programmable Common 
Mode Voltage (V) Coupling

1.4-V PCML 0.82 AC, DC

1.5-V PCML 0.82 AC, DC

2.5-V PCML 0.82 AC

LVPECL 0.82 AC

LVDS 0.82 AC, DC (1)

Note to Table 1–2:
(1) DC coupling is supported for LVDS with lower on-chip common mode voltage of 0.82 V.
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Clock Rate Compensation
In XAUI mode, the rate match FIFO compensates up to ±100 ppm (200 ppm total) 
difference between the upstream transmitter and the local receiver reference clock. 
The XAUI protocol requires the transmitter to send /R/ (/K28.0/) code groups 
simultaneously on all four lanes (denoted as ||R|| column) during inter-packet 
gaps, adhering to rules listed in the IEEE P802.3ae specification.

The rate match operation begins after rx_syncstatus and rx_channelaligned are 
asserted. The rx_syncstatus signal is from the word aligner, indicating that 
synchronization is acquired on all four channels, while rx_channelaligned signal is 
from the deskew FIFO, indicating channel alignment. 

The rate match FIFO looks for the ||R|| column (simultaneous /R/ code groups on 
all four channels) and deletes or inserts ||R|| columns to prevent the rate match 
FIFO from overflowing or under running. The rate match FIFO can insert or delete as 
many ||R|| columns as necessary to perform the rate match operation.

The rx_rmfifodatadeleted and rx_rmfifodatainserted flags that indicate rate 
match FIFO deletion and insertion events, respectively, are forwarded to the FPGA 
fabric. If an ||R|| column is deleted, the rx_rmfifodeleted flag from each of the 
four channels goes high for one clock cycle per deleted ||R|| column. If an ||R|| 
column is inserted, the rx_rmfifoinserted flag from each of the four channels goes 
high for one clock cycle per inserted ||R|| column.

1 The rate match FIFO does not insert or delete code groups automatically to overcome 
FIFO empty or full conditions. In this case, the rate match FIFO asserts the 
rx_rmfifofull and rx_rmfifoempty flags for at least three recovered clock cycles to 
indicate rate match FIFO full and empty conditions, respectively. You must then assert 
the rx_digitalreset signal to reset the receiver PCS blocks.

Deterministic Latency Mode
Deterministic Latency mode provides the transceiver configuration that allows no 
latency uncertainty in the datapath and features to strictly control latency variation. 
This mode supports non-bonded (×1) and bonded (×4) channel configurations, and is 
typically used to support CPRI and OBSAI protocols that require accurate delay 
measurements along the datapath. The Cyclone IV GX transceivers configured in 
Deterministic Latency mode provides the following features:

■ registered mode phase compensation FIFO

■ receive bit-slip indication

■ transmit bit-slip control

■ PLL PFD feedback
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Figure 3–1 shows a conceptual view of the dynamic reconfiguration controller 
architecture. For a detailed description of the inputs and outputs of the 
ALTGX_RECONFIG instance, refer to “Error Indication During Dynamic 
Reconfiguration” on page 3–36.

1 Only PMA reconfiguration mode supports manual equalization controls.

1 You can use one ALTGX_RECONFIG instance to control multiple transceiver blocks. 
However, you cannot use multiple ALTGX_RECONFIG instances to control one 
transceiver block.

Figure 3–1. Dynamic Reconfiguration Controller 

Note to Figure 3–1:
(1) The PMA control ports consist of the VOD, pre-emphasis, DC gain, and manual equalization controls.
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There are three methods that you can use to dynamically reconfigure the PMA 
controls of a transceiver channel:

■ “Method 1: Using logical_channel_address to Reconfigure Specific Transceiver 
Channels” on page 3–14

■ “Method 2: Writing the Same Control Signals to Control All the Transceiver 
Channels” on page 3–16

■ “Method 3: Writing Different Control Signals for all the Transceiver Channels at 
the Same Time” on page 3–19

Method 1: Using logical_channel_address to Reconfigure Specific 
Transceiver Channels
Enable the logical_channel_address port by selecting the Use 
‘logical_channel_address’ port option on the Analog controls tab. This method is 
applicable only for a design where the dynamic reconfiguration controller controls 
more than one channel.

You can additionally reconfigure either the receiver portion, transmitter portion, or 
both the receiver and transmitter portions of the transceiver channel by setting the 
corresponding value on the rx_tx_duplex_sel input port. For more information, refer 
to Table 3–2 on page 3–4.

Connecting the PMA Control Ports 

The selected PMA control ports remain fixed in width, regardless of the number of 
channels controlled by the ALTGX_RECONFIG instance:

■ tx_vodctrl and tx_vodctrl_out are fixed to 3 bits

■ tx_preemp and tx_preemp_out are fixed to 5 bits

■ rx_eqdcgain and rx_eqdcgain_out are fixed to 2 bits

■ rx_eqctrl and rx_eqctrl_out are fixed to 4 bits

Write Transaction

To complete a write transaction, perform the following steps:

1. Set the selected PMA control ports to the desired settings (for example, 
tx_vodctrl = 3'b001). 

2. Set the logical_channel_address input port to the logical channel address of the 
transceiver channel whose PMA controls you want to reconfigure. 

3. Set the rx_tx_duplex_sel port to 2'b10 so that only the transmit PMA controls are 
written to the transceiver channel. 

4. Ensure that the busy signal is low before you start a write transaction. 

5. Assert the write_all signal for one reconfig_clk clock cycle. 

The busy output status signal is asserted high to indicate that the dynamic 
reconfiguration controller is busy writing the PMA control values. When the write 
transaction has completed, the busy signal goes low.
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Table 3–7 lists the ALTGX megafunction ports for PLL Reconfiguration mode.

f For more information about the ALTPLL_RECONFIG megafunction port list, 
description and usage, refer to the Phase-Locked Loop Reconfiguration 
(ALTPL_RECONFIG) Megafunction User Guide.

Table 3–7. ALTGX Megafunction Port List for PLL Reconfiguration Mode  

Port Name (1) Input/ 
Output Description Comments

pll_areset [n..0] Input

Resets the transceiver PLL. The 
pll_areset are asserted in two 
conditions:

■ Used to reset the transceiver PLL 
during the reset sequence. During 
reset sequence, this signal is user 
controlled.

■ After the transceiver PLL is 
reconfigured, this signal is 
asserted high by the 
ALTPLL_RECONFIG controller. At 
this time, this signal is not user 
controlled. 

You must connect the pll_areset port of ALTGX to the 
pll_areset port of the ALTPLL_RECONFIG 
megafunction. 

The ALTPLL_RECONFIG controller asserts the 
pll_areset port at the next rising clock edge after the 
pll_reconfig_done signal from the ALTGX 
megafunction goes high. After the pll_reconfig_done 
signal goes high, the transceiver PLL is reset. When the 
PLL reconfiguration is completed, this reset is 
performed automatically by the ALTPLL_RECONFIG 
megafunction and is not user controlled. 

pll_scandata
[n..0]

Input
Receives the scan data input from 
the ALTPLL_RECONFIG 
megafunction.

The reconfigurable transceiver PLL received the scan 
data input through this port for the dynamically 
reconfigurable bits from the ALTPLL_RECONFIG 
controller. 

pll_scanclk
[n..0]

Input Drives the scanclk port on the 
reconfigurable transceiver PLL.

Connect the pll_scanclk port of the ALTGX 
megafunction to the ALTPLL_RECONFIG scanclk port. 

pll_scanclkena
[n..0] Input

Acts as a clock enable for the 
scanclk port on the reconfigurable 
transceiver PLL.

Connect the pll_scanclkena port of the ALTGX 
megafunction to the ALTPLL_RECONFIG scanclk port.

pll_configupdate
[n..0] Input Drives the configupdate port on 

the reconfigurable transceiver PLL.

This port is connected to the pll_configupdate port 
from the ALTPLL_RECONFIG controller. After the final 
data bit is sent out, the ALTPLL_RECONFIG controller 
asserts this signal. 

pll_reconfig_done[n..0] Output This signal is asserted to indicate the 
reconfiguration process is done.

Connect the pll_reconfig_done port to the 
pll_scandone port on the ALTPLL_RECONFIG 
controller. The transceiver PLL scandone output signal 
drives this port and determines when the PLL is 
reconfigured.

pll_scandataout
[n..0] Output This port scan out the current 

configuration of the transceiver PLL.

Connect the pll_scandataout port to the 
pll_scandataout port of the ALTPLL_RECONFIG 
controller. This port reads the current configuration of 
the transceiver PLL and send it to the 
ALTPLL_RECONFIG megafunction. 

Note to Table 3–7:
(1) <n> = (number of transceiver PLLs configured in the ALTGX MegaWizard)  - 1.
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