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Section I. Device Core
This section provides a complete overview of all features relating to the Cyclone® IV 
device family, which is the most architecturally advanced, high-performance, 
low-power FPGA in the marketplace. This section includes the following chapters:

■ Chapter 1, Cyclone IV FPGA Device Family Overview

■ Chapter 2, Logic Elements and Logic Array Blocks in Cyclone IV Devices

■ Chapter 3, Memory Blocks in Cyclone IV Devices

■ Chapter 4, Embedded Multipliers in Cyclone IV Devices

■ Chapter 5, Clock Networks and PLLs in Cyclone IV Devices

Revision History
Refer to each chapter for its own specific revision history. For information about when 
each chapter was updated, refer to the Chapter Revision Dates section, which appears 
in the complete handbook.
Cyclone IV Device Handbook,
Volume 1
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6. I/O Features in Cyclone IV Devices
This chapter describes the I/O and high speed I/O capabilities and features offered in 
Cyclone® IV devices.

The I/O capabilities of Cyclone IV devices are driven by the diversification of I/O 
standards in many low-cost applications, and the significant increase in required I/O 
performance. Altera’s objective is to create a device that accommodates your key 
board design needs with ease and flexibility.

The I/O flexibility of Cyclone IV devices is increased from the previous generation 
low-cost FPGAs by allowing all I/O standards to be selected on all I/O banks. 
Improvements to on-chip termination (OCT) support and the addition of true 
differential buffers have eliminated the need for external resistors in many 
applications, such as display system interfaces.

High-speed differential I/O standards have become popular in high-speed interfaces 
because of their significant advantages over single-ended I/O standards. The 
Cyclone IV devices support LVDS, BLVDS, RSDS, mini-LVDS, and PPDS. The 
transceiver reference clocks and the existing general-purpose I/O (GPIO) clock input 
features also support the LVDS I/O standards. 

The Quartus® II software completes the solution with powerful pin planning features 
that allow you to plan and optimize I/O system designs even before the design files 
are available.

This chapter includes the following sections:

■ “Cyclone IV I/O Elements” on page 6–2

■ “I/O Element Features” on page 6–3

■ “OCT Support” on page 6–6

■ “I/O Standards” on page 6–11

■ “Termination Scheme for I/O Standards” on page 6–13

■ “I/O Banks” on page 6–16
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Chapter 6: I/O Features in Cyclone IV Devices 6–31
High-Speed I/O Standards Support
Figure 6–14 shows a typical BLVDS topology with multiple transmitter and receiver 
pairs. 

The BLVDS I/O standard is supported on the top, bottom, and right I/O banks of 
Cyclone IV devices. The BLVDS transmitter uses two single-ended output buffers 
with the second output buffer programmed as inverted, while the BLVDS receiver 
uses a true LVDS input buffer. The transmitter and receiver share the same pins. An 
output-enabled (OE) signal is required to tristate the output buffers when the LVDS 
input buffer receives a signal.

f For more information, refer to the Cyclone IV Device Datasheet chapter.

Designing with BLVDS
The BLVDS bidirectional communication requires termination at both ends of the bus 
in BLVDS. The termination resistor (RT) must match the bus differential impedance, 
which in turn depends on the loading on the bus. Increasing the load decreases the 
bus differential impedance. With termination at both ends of the bus, termination is 
not required between the two signals at the input buffer. A single series resistor (RS) is 
required at the output buffer to match the output buffer impedance to the 
transmission line impedance. However, this series resistor affects the voltage swing at 
the input buffer. The maximum data rate achievable depends on many factors.

1 Altera recommends that you perform simulation using the IBIS model while 
considering factors such as bus loading, termination values, and output and input 
buffer location on the bus to ensure that the required performance is achieved.

f For more information about BLVDS interface support in Altera devices, refer to 
AN 522: Implementing Bus LVDS Interface in Supported Altera Device Families.

Figure 6–14. BLVDS Topology with Cyclone IV Devices Transmitters and Receivers

VCC

RT

50 Ω 

100 kΩ

100 kΩ

GND

Output
Data

Input
Data

C
yc

lo
ne

 IV
 D

ev
ic

e 
Fa

m
ily

O
E

R
S

R
S

Output
Data

Input
Data

C
yc

lo
ne

 IV
 D

ev
ic

e 
Fa

m
ily

O
E

R
S

R
S

Output
Data

Input
Data

C
yc

lo
ne

 IV
 D

ev
ic

e 
Fa

m
ily

O
E

R
S

R
S

VCC

RT

100 k Ω

100 kΩ

GND

50 Ω

50 Ω 

50 Ω 

50 Ω 

50 Ω 

50 Ω

50 Ω 

50
 Ω

 

50
 Ω

 

50
 Ω

 

50
 Ω

 

50
 Ω

 

50
 Ω
March 2016 Altera Corporation Cyclone IV Device Handbook,
Volume 1

http://www.altera.com/literature/hb/cyclone-iv/cyiv-53001.pdf
http://www.altera.com/literature/an/an522.pdf


8–8 Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices
Configuration
Configuration Scheme
A configuration scheme with different configuration voltage standards is selected by 
driving the MSEL pins either high or low, as shown in Table 8–3, Table 8–4, and 
Table 8–5. 

1 Hardwire the MSEL pins to VCCA or GND without pull-up or pull-down resistors to 
avoid problems detecting an incorrect configuration scheme. Do not drive the MSEL 
pins with a microprocessor or another device.

Table 8–3. Configuration Schemes for Cyclone IV GX Devices (EP4CGX15, EP4CGX22, and EP4CGX30 [except for F484 
Package])

Configuration Scheme MSEL2 MSEL1 MSEL0 POR Delay Configuration Voltage Standard (V) (1)

AS

1 0 1 Fast 3.3

0 1 1 Fast 3.0, 2.5

0 0 1 Standard 3.3

0 1 0 Standard 3.0, 2.5

PS

1 0 0 Fast 3.3, 3.0, 2.5

1 1 0 Fast 1.8, 1.5

0 0 0 Standard 3.3, 3.0, 2.5

JTAG-based configuration (2) (3) (3) (3) — —

Notes to Table 8–3:

(1) Configuration voltage standard applied to the VCCIO supply of the bank in which the configuration pins reside.
(2) JTAG-based configuration takes precedence over other configuration schemes, which means the MSEL pin settings are ignored.
(3) Do not leave the MSEL pins floating. Connect them to VCCA or GND. These pins support the non-JTAG configuration scheme used in production. 

Altera recommends connecting the MSEL pins to GND if your device is only using JTAG configuration.

Table 8–4. Configuration Schemes for Cyclone IV GX Devices (EP4CGX30 [only for F484 package], EP4CGX50, 
EP4CGX75, EP4CGX110, and EP4CGX150) (Part 1 of 2)

Configuration Scheme MSEL3 MSEL2 MSEL1 MSEL0 POR Delay Configuration Voltage Standard (V) (1)

AS

1 1 0 1 Fast 3.3

1 0 1 1 Fast 3.0, 2.5

1 0 0 1 Standard 3.3

1 0 1 0 Standard 3.0, 2.5

PS

1 1 0 0 Fast 3.3, 3.0, 2.5

1 1 1 0 Fast 1.8, 1.5

1 0 0 0 Standard 3.3, 3.0, 2.5

0 0 0 0 Standard 1.8, 1.5

FPP

0 0 1 1 Fast 3.3, 3.0, 2.5

0 1 0 0 Fast 1.8, 1.5

0 0 0 1 Standard 3.3, 3.0, 2.5

0 0 1 0 Standard 1.8, 1.5
Cyclone IV Device Handbook, May 2013 Altera Corporation
Volume 1



8–14 Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices
Configuration
The first Cyclone IV device in the chain is the configuration master and it controls the 
configuration of the entire chain. Other Altera devices that support PS configuration 
can also be part of the chain as configuration slaves. 

1 In the multi-device AS configuration, the board trace length between the serial 
configuration device and the master device of the Cyclone IV device must follow the 
recommendations in Table 8–7 on page 8–18. 

The nSTATUS and CONF_DONE pins on all target devices are connected together with 
external pull-up resistors, as shown in Figure 8–3 on page 8–13. These pins are 
open-drain bidirectional pins on the devices. When the first device asserts nCEO (after 
receiving all its configuration data), it releases its CONF_DONE pin. However, the 
subsequent devices in the chain keep this shared CONF_DONE line low until they receive 
their configuration data. When all target devices in the chain receive their 
configuration data and release CONF_DONE, the pull-up resistor drives a high level on 
CONF_DONE line and all devices simultaneously enter initialization mode.

1 Although you can cascade Cyclone IV devices, serial configuration devices cannot be 
cascaded or chained together.

If the configuration bitstream size exceeds the capacity of a serial configuration 
device, you must select a larger configuration device, enable the compression feature, 
or both. When configuring multiple devices, the size of the bitstream is the sum of the 
individual device’s configuration bitstream.

Configuring Multiple Cyclone IV Devices with the Same Design
Certain designs require that you configure multiple Cyclone IV devices with the same 
design through a configuration bitstream, or a .sof. You can do this through the 
following methods:

■ Multiple .sof

■ Single .sof

1 For both methods, the serial configuration devices cannot be cascaded or chained 
together.

Multiple SRAM Object Files

Two copies of the .sof are stored in the serial configuration device. Use the first copy 
to configure the master device of the Cyclone IV device and the second copy to 
configure all remaining slave devices concurrently. All slave devices must have the 
same density and package. The setup is similar to Figure 8–3 on page 8–13.

To configure four identical Cyclone IV devices with the same .sof, you must set up the 
chain similar to the example shown in Figure 8–4. The first device is the master device 
and its MSEL pins must be set to select AS configuration. The other three slave devices 
are set up for concurrent configuration and their MSEL pins must be set to select PS 
configuration. The nCEO pin from the master device drives the nCE input pins on all 
three slave devices, as well as the DATA and DCLK pins that connect in parallel to all 
Cyclone IV Device Handbook, May 2013 Altera Corporation
Volume 1



8–20 Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices
Configuration
f For more information about the USB-Blaster download cable, refer to the USB-Blaster 
Download Cable User Guide. For more information about the ByteBlaster II download 
cable, refer to the ByteBlaster II Download Cable User Guide.

Figure 8–6 shows the download cable connections to the serial configuration device.

Figure 8–6. In-System Programming of Serial Configuration Devices

Notes to Figure 8–6:

(1) Connect these pull-up resistors to the VCCIO supply of the bank in which the pin resides.
(2) The nCEO pin is left unconnected or used as a user I/O pin when it does not feed the nCE pin of another device.
(3) Power up the VCC of the ByteBlaster II or USB-Blaster download cable with the 3.3-V supply.
(4) The MSEL pin settings vary for different configuration voltage standards and POR time. To connect the MSEL pins, refer to Table 8–3 on page 8–8, 

Table 8–4 on page 8–8, and Table 8–5 on page 8–9. Connect the MSEL pins directly to VCCA or GND.
(5) The diodes and capacitors must be placed as close as possible to the Cyclone IV device. You must ensure that the diodes and capacitors maintain 

a maximum AC voltage of 4.1 V. The external diodes and capacitors are required to prevent damage to the Cyclone IV device AS configuration 
input pins due to possible overshoot when programming the serial configuration device with a download cable. Altera recommends using the 
Schottky diode, which has a relatively lower forward diode voltage (VF) than the switching and Zener diodes, for effective voltage clamping. 

(6) When cascading Cyclone IV devices in a multi-device AS configuration, connect the repeater buffers between the master and slave devices for 
DATA[0] and DCLK. All I/O inputs must maintain a maximum AC voltage of 4.1 V. The output resistance of the repeater buffers must fit the 
maximum overshoot equation outlined in “Configuration and JTAG Pin I/O Requirements” on page 8–5.

(7) These pins are dual-purpose I/O pins. The nCSO pin functions as FLASH_nCE pin in AP mode. The ASDO pin functions as DATA[1] pin in AP and 
FPP modes.

(8) Only Cyclone IV GX devices have an option to select CLKUSR (40 MHz maximum) as the external clock source for DCLK.
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Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices 8–23
Configuration
f For more information about the operation of the Micron P30 Parallel NOR and P33 
Parallel NOR flash memories, search for the keyword “P30” or “P33” on the Micron 
website (www.micron.com) to obtain the P30 or P33 family datasheet.

Single-Device AP Configuration
The following groups of interface pins are supported in Micron P30 and P33 flash 
memories:

■ Control pins

■ Address pins

■ Data pins

The following control signals are from the supported parallel flash memories:

■ CLK

■ active-low reset (RST#)

■ active-low chip enable (CE#)

■ active-low output enable (OE#)

■ active-low address valid (ADV#)

■ active-low write enable (WE#)

The supported parallel flash memories output a control signal (WAIT) to Cyclone IV E 
devices to indicate when synchronous data is ready on the data bus. Cyclone IV E 
devices have a 24-bit address bus connecting to the address bus (A[24:1]) of the flash 
memory. A 16-bit bidirectional data bus (DATA[15..0]) provides data transfer between 
the Cyclone IV E device and the flash memory.

The following control signals are from the Cyclone IV E device to flash memory:

■ DCLK

■ active-low hard rest (nRESET)

■ active-low chip enable (FLASH_nCE)

■ active-low output enable for the DATA[15..0] bus and WAIT pin (nOE) 

■ active-low address valid signal and is used to write data into the flash (nAVD) 

■ active-low write enable and is used to write data into the flash (nWE)
May 2013 Altera Corporation Cyclone IV Device Handbook,
Volume 1
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Chapter 9: SEU Mitigation in Cyclone IV Devices 9–3
Automated SEU Detection
In user mode, Cyclone IV devices support the CHANGE_EDREG JTAG instruction, that 
allows you to write to the 32-bit storage register. You can use Jam™ STAPL files (.jam) 
to automate the testing and verification process. You can only execute this instruction 
when the device is in user mode, and it is a powerful design feature that enables you 
to dynamically verify the CRC functionality in-system without having to reconfigure 
the device. You can then use the CRC circuit to check for real errors induced by an 
SEU.

Table 9–1 describes the CHANGE_EDREG JTAG instructions.

1 After the test completes, Altera recommends that you power cycle the device.

Automated SEU Detection
Cyclone IV devices offer on-chip circuitry for automated checking of SEU detection. 
Applications that require the device to operate error-free at high elevations or in close 
proximity to earth’s north or south pole require periodic checks to ensure continued 
data integrity. The error detection cyclic redundancy code feature controlled by the 
Device and Pin Options dialog box in the Quartus II software uses a 32-bit CRC 
circuit to ensure data reliability and is one of the best options for mitigating SEU. 

You can implement the error detection CRC feature with existing circuitry in 
Cyclone IV devices, eliminating the need for external logic. The CRC is computed by 
the device during configuration and checked against an automatically computed CRC 
during normal operation. The CRC_ERROR pin reports a soft error when configuration 
CRAM data is corrupted. You must decide whether to reconfigure the FPGA by 
strobing the nCONFIG pin low or ignore the error. 

CRC_ERROR Pin
A specific CRC_ERROR error detection pin is required to monitor the results of the error 
detection circuitry during user mode. Table 9–2 describes the CRC_ERROR pin.

f The CRC_ERROR pin information for Cyclone IV devices is reported in the Cyclone IV 
Devices Pin-Outs on the Altera® website.

Table 9–1. CHANGE_EDREG JTAG Instruction

JTAG Instruction Instruction Code Description

CHANGE_EDREG 00 0001 0101
This instruction connects the 32-bit CRC storage register between TDI and TDO. 
Any precomputed CRC is loaded into the CRC storage register to test the operation 
of the error detection CRC circuitry at the CRC_ERROR pin.

Table 9–2. Cyclone IV Device CRC_ERROR Pin Description

CRC_ERROR Pin Type Description

I/O, Output (open-drain)

Active high signal indicates that the error detection circuit has detected errors in the 
configuration SRAM bits. This pin is optional and is used when the CRC error detection 
circuit is enabled in the Quartus II software from the Error Detection CRC tab of the Device 
and Pin Options dialog box. 

When using this pin, connect it to an external 10-k pull-up resistor to an acceptable 
voltage that satisfies the input voltage of the receiving device.
May 2013 Altera Corporation Cyclone IV Device Handbook,
Volume 1
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Chapter 1: Cyclone IV Transceivers Architecture 1–3
Transceiver Architecture

February 2015 Altera Corporation Cyclone IV Device Handbook,
Volume 2

For more information about the transceiver architecture, refer to the following 
sections:

■ “Architectural Overview” on page 1–4 

■ “Transmitter Channel Datapath” on page 1–5

■ “Receiver Channel Datapath” on page 1–11

■ “Transceiver Clocking Architecture” on page 1–26

■ “Transceiver Channel Datapath Clocking” on page 1–29

■ “FPGA Fabric-Transceiver Interface Clocking” on page 1–43

■ “Calibration Block” on page 1–45

■ “PCI-Express Hard IP Block” on page 1–46

Figure 1–2. F484 and Larger Packages with Transceiver Channels for Cyclone IV GX Devices 
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Chapter 1: Cyclone IV Transceivers Architecture 1–23
Receiver Channel Datapath

February 2015 Altera Corporation Cyclone IV Device Handbook,
Volume 2

Rate Match FIFO
In asynchronous systems, the upstream transmitter and local receiver can be clocked 
with independent reference clocks. Frequency differences in the order of a few 
hundred ppm can corrupt the data when latching from the recovered clock domain 
(the same clock domain as the upstream transmitter reference clock) to the local 
receiver reference clock domain. Figure 1–21 shows the rate match FIFO block 
diagram.

The rate match FIFO compensates for small clock frequency differences of up to 
±300 ppm (600 ppm total) between the upstream transmitter and the local receiver 
clocks by performing the following functions:

■ Insert skip symbols when the local receiver reference clock frequency is greater 
than the upstream transmitter reference clock frequency

■ Delete skip symbols when the local receiver reference clock frequency is less than 
the upstream transmitter reference clock frequency

The 20-word deep rate match FIFO and logics control insertion and deletion of skip 
symbols, depending on the ppm difference. The operation begins after the word 
aligner synchronization status (rx_syncstatus) is asserted. 

1 Rate match FIFO is only supported with 8B/10B encoded data and the word aligner 
in automatic synchronization state machine mode.

8B/10B Decoder
The 8B/10B decoder receives 10-bit data and decodes it into an 8-bit data and a 1-bit 
control identifier. The decoder is compliant with Clause 36 of the IEEE 802.3 
specification.

Figure 1–22 shows the 8B/10B decoder block diagram.

Figure 1–21. Rate Match FIFO Block Diagram
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Transceiver Clocking Architecture

February 2015 Altera Corporation Cyclone IV Device Handbook,
Volume 2

1 In any configuration, a receiver channel cannot source CDR clocks from other PLLs 
beyond the two multipurpose PLLs directly adjacent to transceiver block where the 
channel resides.

The Cyclone IV GX transceivers support non-bonded (×1) and bonded (×2 and ×4) 
channel configurations. The two configurations differ in regards to clocking and 
phase compensation FIFO control. Bonded configuration provides a relatively lower 
channel-to-channel skew between the bonded channels than in non-bonded 
configuration. Table 1–8 lists the supported conditions in non-bonded and bonded 
channel configurations.

Non-Bonded Channel Configuration
In non-bonded channel configuration, the high- and low-speed clocks for each 
channel are sourced independently. The phase compensation FIFOs in each channel 
has its own pointers and control logic. When implementing multi-channel serial 
interface in non-bonded channel configuration, the clock skew and unequal latency 
results in larger channel-to-channel skew.

1 Altera recommends using bonded channel configuration (×2 or ×4) when 
implementing multi-channel serial interface for a lower channel-to-channel skew.

In a transceiver block, the high- and low-speed clocks for each channel are distributed 
primarily from one of the two multipurpose PLLs directly adjacent to the block. 
Transceiver channels for devices in F484 and larger packages support additional 
clocking flexibility. In these packages, some channels support high-speed and low-
speed clock distribution from PLLs beyond the two multipurpose PLLs directly 
adjacent to the block.

Table 1–8. Supported Conditions in Non-Bonded and Bonded Channel Configurations

Channel 
Configuration Description Supported Channel 

Operation Mode

Non-bonded 
(×1)

■ Low-speed clock in each channel is sourced independently

■ Phase compensation FIFO in each channel has its own pointers and control logic 

■ Transmitter Only

■ Receiver Only

■ Transmitter and 
Receiver

Bonded (×2 
and ×4)

■ Low-speed clock in each bonded channel is sourced from a common bonded 
clock path for lower channel-to-channel skew 

■ Phase compensation FIFOs in bonded channels share common pointers and 
control logic for equal latency through the FIFOs in all bonded channels

■ ×2 bonded configuration is supported with channel 0 and channel 1 in a 
transceiver block

■ ×4 bonded configuration is supported with all four channels in a transceiver block

■ Transmitter Only

■ Transmitter and 
Receiver
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Transceiver Functional Modes
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Figure 1–50 and Figure 1–51 show the detection mechanism example for a successful 
and unsuccessful receiver detection scenarios respectively. The tx_forceelecidle 
port must be asserted at least 10 parallel clock cycles prior to assertion of 
tx_detectrxloop port to ensure the transmitter buffer is properly tri-stated. Detection 
completion is indicated by pipephydonestatus assertion, with detection successful 
indicated by 3'b011 on pipestatus[2..0] port, or detection unsuccessful by 3'b000 on 
pipestatus[2..0] port.

Electrical Idle Control
The Cyclone IV GX transceivers support transmitter buffer in electrical idle state 
using the tx_forceelecidle port. During electrical idle, the transmitter buffer 
differential and common mode output voltage levels are compliant to the PCIe Base 
Specification 2.0 for Gen1 signaling rate.

Figure 1–52 shows the relationship between assertion of the tx_forceelecidle port 
and the transmitter buffer output on the tx_dataout port. 

Figure 1–50. Example of Successful Receiver Detect Operation

Figure 1–51. Example of Unsuccessful Receiver Detect Operation

Figure 1–52. Transmitter Buffer Electrical Idle State

Notes to Figure 1–52:

(1) The protocol requires the transmitter buffer to transition to a valid electrical idle after sending an electrical idle 
ordered set within 8 ns.

(2) The protocol requires transmitter buffer to stay in electrical idle for a minimum of 20 ns for Gen1 signaling rate.
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Figure 1–56 shows the transceiver configuration in GIGE mode.

When configured in GIGE mode, three encoded comma (/K28.5/) code groups are 
transmitted automatically after deassertion of tx_digitalreset and before 
transmitting user data on the tx_datain port. This could affect the synchronization 
state machine behavior at the receiver.

Depending on when you start transmitting the synchronization sequence, there could 
be an even or odd number of encoded data (/Dx.y/) code groups transmitted 
between the last of the three automatically sent /K28.5/ code groups and the first 
/K28.5/ code group of the synchronization sequence. If there is an even number of 
/Dx.y/ code groups received between these two /K28.5/ code groups, the first 
/K28.5/ code group of the synchronization sequence begins at an odd code group 
boundary. An IEEE802.3-compliant GIGE synchronization state machine treats this as 
an error condition and goes into the Loss-of-Sync state.

Figure 1–56. Transceiver Configuration in GIGE Mode
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converted within the XGMII extender sublayer into an 8B/10B encoded data stream. 
Each data stream is then transmitted across a single differential pair running at 3.125 
Gbps. At the XAUI receiver, the incoming data is decoded and mapped back to the 32-
bit XGMII format. This provides a transparent extension of the physical reach of the 
XGMII and also reduces the interface pin count.

XAUI functions as a self-managed interface because code group synchronization, 
channel deskew, and clock domain decoupling is handled with no upper layer 
support requirements. This functionality is based on the PCS code groups that are 
used during the inter-packet gap time and idle periods.

Figure 1–62. XAUI in 10 Gbps LAN Layers
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As shown in Figure 2–5, perform the following reset procedure for the receiver CDR 
in manual lock mode configuration:

1. After power up, assert pll_areset for a minimum period of 1 s (the time 
between markers 1 and 2). 

2. Keep the tx_digitalreset, rx_analogreset, rx_digitalreset, and 
rx_locktorefclk signals asserted and the rx_locktodata signal deasserted during 
this time period. After you deassert the pll_areset signal, the multipurpose PLL 
starts locking to the input reference clock.

3. After the multipurpose PLL locks, as indicated by the pll_locked signal going 
high (marker 3), deassert the tx_digitalreset signal (marker 4). For the receiver 
operation, after deassertion of the busy signal, wait for two parallel clock cycles to 
deassert the rx_analogreset signal. 

4. In a bonded channel group, wait for at least tLTR_LTD_Manual, then deassert 
rx_locktorefclk and assert rx_locktodata (marker 7). At this point, the receiver 
CDR of all the channels enters into lock-to-data mode and starts locking to the 
received data.

5. After asserting the rx_locktodata signal, wait for at least tLTD_Manual before 
deasserting rx_digitalreset (the time between markers 7 and 8). At this point, 
the transmitter and receiver are ready for data traffic.

Non-Bonded Channel Configuration 
In non-bonded channels, each channel in the ALTGX MegaWizard Plug-In Manager 
instance contains its own tx_digitalreset, rx_analogreset, rx_digitalreset, and 
rx_freqlocked signals.

You can reset each channel independently. For example, if there are four non-bonded 
channels, the ALTGX MegaWizard Plug-In Manager provides four each of the 
following signals: tx_digitalreset, rx_analogreset, rx_digitalreset, and 
rx_freqlocked.

Table 2–6 lists the reset and power-down sequences for one channel in a non-bonded 
configuration under the stated functional modes.

1 Follow the same reset sequence for all the other channels in the non-bonded 
configuration.

Table 2–6. Reset and Power-Down Sequences for Non-Bonded Channel Configurations

Channel Set Up Receiver CDR Mode Refer to

Transmitter Only Basic ×1 “Transmitter Only Channel” on page 2–11

Receiver Only Automatic lock mode “Receiver Only Channel—Receiver CDR in Automatic 
Lock Mode” on page 2–11

Receiver Only Manual lock mode “Receiver Only Channel—Receiver CDR in Manual Lock 
Mode” on page 2–12

Receiver and Transmitter Automatic lock mode “Receiver and Transmitter Channel—Receiver CDR in 
Automatic Lock Mode” on page 2–13

Receiver and Transmitter Manual lock mode “Receiver and Transmitter Channel—Receiver CDR in 
Manual Lock Mode” on page 2–14
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2. After the PLL is reset, wait for the pll_locked signal to go high (marker 4) 
indicating that the PLL is locked to the input reference clock. After the assertion of 
the pll_locked signal, deassert the tx_digitalreset signal (marker 5).

3. Wait at least five parallel clock cycles after the pll_locked signal is asserted to 
deassert the rx_analogreset signal (marker 6).

4. When the rx_freqlocked signal goes high (marker 7), from that point onwards, 
wait for at least tLTD_Auto time, then deassert the rx_digitalreset signal 
(marker 8). At this point, the receiver is ready for data traffic.

Reset Sequence in Channel Reconfiguration Mode
Use the example reset sequence shown in Figure 2–12 when you are using the 
dynamic reconfiguration controller to change the PCS settings of the transceiver 
channel. In this example, the dynamic reconfiguration is used to dynamically 
reconfigure the transceiver channel configured in Basic ×1 mode with receiver CDR in 
automatic lock mode.

Figure 2–12. Reset Sequence When Using the Dynamic Reconfiguration Controller to Change the 
PCS Settings of the Transceiver Channel

Notes to Figure 2–12:

(1) For tLTD_Auto duration, refer to the Cyclone IV Device Datasheet chapter.
(2) The busy signal is asserted and deasserted only during initial power up when offset cancellation occurs. In 

subsequent reset sequences, the busy signal is asserted and deasserted only if there is a read or write operation to 
the ALTGX_RECONFIG megafunction.
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There are three methods that you can use to dynamically reconfigure the PMA 
controls of a transceiver channel:

■ “Method 1: Using logical_channel_address to Reconfigure Specific Transceiver 
Channels” on page 3–14

■ “Method 2: Writing the Same Control Signals to Control All the Transceiver 
Channels” on page 3–16

■ “Method 3: Writing Different Control Signals for all the Transceiver Channels at 
the Same Time” on page 3–19

Method 1: Using logical_channel_address to Reconfigure Specific 
Transceiver Channels
Enable the logical_channel_address port by selecting the Use 
‘logical_channel_address’ port option on the Analog controls tab. This method is 
applicable only for a design where the dynamic reconfiguration controller controls 
more than one channel.

You can additionally reconfigure either the receiver portion, transmitter portion, or 
both the receiver and transmitter portions of the transceiver channel by setting the 
corresponding value on the rx_tx_duplex_sel input port. For more information, refer 
to Table 3–2 on page 3–4.

Connecting the PMA Control Ports 

The selected PMA control ports remain fixed in width, regardless of the number of 
channels controlled by the ALTGX_RECONFIG instance:

■ tx_vodctrl and tx_vodctrl_out are fixed to 3 bits

■ tx_preemp and tx_preemp_out are fixed to 5 bits

■ rx_eqdcgain and rx_eqdcgain_out are fixed to 2 bits

■ rx_eqctrl and rx_eqctrl_out are fixed to 4 bits

Write Transaction

To complete a write transaction, perform the following steps:

1. Set the selected PMA control ports to the desired settings (for example, 
tx_vodctrl = 3'b001). 

2. Set the logical_channel_address input port to the logical channel address of the 
transceiver channel whose PMA controls you want to reconfigure. 

3. Set the rx_tx_duplex_sel port to 2'b10 so that only the transmit PMA controls are 
written to the transceiver channel. 

4. Ensure that the busy signal is low before you start a write transaction. 

5. Assert the write_all signal for one reconfig_clk clock cycle. 

The busy output status signal is asserted high to indicate that the dynamic 
reconfiguration controller is busy writing the PMA control values. When the write 
transaction has completed, the busy signal goes low.
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The .mif files carries the reconfiguration information that will be used to reconfigure 
the multipurpose PLL or general purpose PLL dynamically. The .mif contents is 
generated automatically when you select the Enable PLL Reconfiguration option in 
the Reconfiguration Setting in ALTGX instances. The .mif files will be generated 
based on the data rate and input reference clock setting in the ALTGX MegaWizard. 
You must use the external ROM and feed its content to the ALTPLL_RECONFIG 
megafunction to reconfigure the multipurpose PLL setting. 

f For more information about instantiating the ALTPLL_Reconfig, refer to the AN 609: 
Implementing Dynamic Reconfiguration in Cyclone IV GX Devices.

Figure 3–16 shows the connection for PLL reconfiguration mode.

f For more information about connecting the ALTPLL_RECONFIG and ALTGX 
instances, refer to the AN 609: Implementing Dynamic Reconfiguration in Cyclone IV GX 
Devices.

Figure 3–16. ALTGX and ALTPLL_RECONFIG Connection for PLL Reconfiguration Mode

Notes to Figure 3–16:

(1) <n> = (number of transceiver PLLs configured in the ALTGX MegaWizard)  - 1.
(2) You must connect the pll_reconfig_done signal from the ALTGX to the pll_scandone port from ALTPLL_RECONFIG.
(3) You need two ALTPLL_RECONFIG controllers if you have two separate ALTGX instances with transceiver PLL instantiated in each ALTGX instance.
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Figure 1–2 shows the lock time parameters in manual mode. 

1 LTD = lock-to-data. LTR = lock-to-reference.

Figure 1–3 shows the lock time parameters in automatic mode.

Figure 1–2. Lock Time Parameters for Manual Mode
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Figure 1–3. Lock Time Parameters for Automatic Mode
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