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Chapter 3: Memory Blocks in Cyclone IV Devices 3–17
Design Considerations
In this mode, you also have two output choices: Old Data mode or Don't Care mode. 
In Old Data mode, a read-during-write operation to different ports causes the RAM 
outputs to reflect the old data at that address location. In Don't Care mode, the same 
operation results in a “Don't Care” or unknown value on the RAM outputs.

f For more information about how to implement the desired behavior, refer to the RAM 
Megafunction User Guide.

Figure 3–16 shows a sample functional waveform of mixed port read-during-write 
behavior for Old Data mode. In Don't Care mode, the old data is replaced with 
“Don't Care”.

1 For mixed-port read-during-write operation with dual clocks, the relationship 
between the clocks determines the output behavior of the memory. If you use the 
same clock for the two clocks, the output is the old data from the address location. 
However, if you use different clocks, the output is unknown during the mixed-port 
read-during-write operation. This unknown value may be the old or new data at the 
address location, depending on whether the read happens before or after the write.

Conflict Resolution
When you are using M9K memory blocks in true dual-port mode, it is possible to 
attempt two write operations to the same memory location (address). Because there is 
no conflict resolution circuitry built into M9K memory blocks, this results in unknown 
data being written to that location. Therefore, you must implement conflict-resolution 
logic external to the M9K memory block.

Figure 3–16. Mixed Port Read-During-Write: Old Data Mode
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Chapter 5: Clock Networks and PLLs in Cyclone IV Devices 5–27
Hardware Features
Post-Scale Counter Cascading
PLLs of Cyclone IV devices support post-scale counter cascading to create counters 
larger than 512. This is implemented by feeding the output of one C counter into the 
input of the next C counter, as shown in Figure 5–16.

When cascading counters to implement a larger division of the high-frequency VCO 
clock, the cascaded counters behave as one counter with the product of the individual 
counter settings. 

For example, if C0 = 4 and C1 = 2, the cascaded value is C0 × C1 = 8. 

1 Post-scale counter cascading is automatically set by the Quartus II software in the 
configuration file. Post-scale counter cascading cannot be performed using the PLL 
reconfiguration.

Programmable Duty Cycle
The programmable duty cycle allows PLLs to generate clock outputs with a variable 
duty cycle. This feature is supported on the PLL post-scale counters. You can achieve 
the duty cycle setting by a low and high time count setting for the post-scale counters. 
The Quartus II software uses the frequency input and the required multiply or divide 
rate to determine the duty cycle choices. The post-scale counter value determines the 
precision of the duty cycle. The precision is defined by 50% divided by the post-scale 
counter value. For example, if the C0 counter is 10, steps of 5% are possible for duty 
cycle choices between 5 to 90%.

Combining the programmable duty cycle with programmable phase shift allows the 
generation of precise non-overlapping clocks.

PLL Control Signals
You can use the pfdena, areset, and locked signals to observe and control the PLL 
operation and resynchronization.

f For more information about the PLL control signals, refer to the ALTPLL Megafunction 
User Guide.

Figure 5–16. Counter Cascading
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Chapter 6: I/O Features in Cyclone IV Devices 6–11
I/O Standards
Figure 6–4 shows the single-ended I/O standards for OCT without calibration. The RS 
shown is the intrinsic transistor impedance.

All I/O banks and I/O pins support impedance matching and series termination. 
Dedicated configuration pins and JTAG pins do not support impedance matching or 
series termination.

RS OCT is supported on any I/O bank. VCCIO and VREF must be compatible for all I/O 
pins to enable RS OCT in a given I/O bank. I/O standards that support different RS 
values can reside in the same I/O bank as long as their VCCIO and VREF do not conflict.

Impedance matching is implemented using the capabilities of the output driver and is 
subject to a certain degree of variation, depending on the process, voltage, and 
temperature. 

f For more information about tolerance specification, refer to the Cyclone IV Device 
Datasheet chapter.

I/O Standards
Cyclone IV devices support multiple single-ended and differential I/O standards. 
Cyclone IV devices support 3.3-, 3.0-, 2.5-, 1.8-, 1.5-, and 1.2-V I/O standards.

Table 6–3 summarizes I/O standards supported by Cyclone IV devices and which 
I/O pins support them.

Figure 6–4. Cyclone IV Devices RS OCT Without Calibration
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Table 6–3. Cyclone IV Devices Supported I/O Standards and Constraints (Part 1 of 3)

I/O Standard Type Standard 
Support

VCCIO Level (in V) Column I/O Pins Row I/O Pins (1)

Input Output CLK, 
DQS PLL_OUT

User 
I/O 

Pins

CLK, 
DQS

User I/O 
Pins

3.3-V LVTTL, 
3.3-V LVCMOS (2) Single-ended JESD8-B 3.3/3.0/2.5

(3) 3.3 v v v v v
3.0-V LVTTL,
3.0-V LVCMOS (2) Single-ended JESD8-B 3.3/3.0/2.5

(3) 3.0 v v v v v
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6–38 Chapter 6: I/O Features in Cyclone IV Devices
Software Overview
Board Design Considerations
This section explains how to achieve the optimal performance from a Cyclone IV I/O 
interface and ensure first-time success in implementing a functional design with 
optimal signal quality. You must consider the critical issues of controlled impedance 
of traces and connectors, differential routing, and termination techniques to get the 
best performance from Cyclone IV devices. 

Use the following general guidelines to improve signal quality:

■ Base board designs on controlled differential impedance. Calculate and compare 
all parameters, such as trace width, trace thickness, and the distance between two 
differential traces.

■ Maintain equal distance between traces in differential I/O standard pairs as much 
as possible. Routing the pair of traces close to each other maximizes the 
common-mode rejection ratio (CMRR).

■ Longer traces have more inductance and capacitance. These traces must be as 
short as possible to limit signal integrity issues.

■ Place termination resistors as close to receiver input pins as possible.

■ Use surface mount components.

■ Avoid 90° corners on board traces.

■ Use high-performance connectors.

■ Design backplane and card traces so that trace impedance matches the impedance 
of the connector and termination.

■ Keep an equal number of vias for both signal traces.

■ Create equal trace lengths to avoid skew between signals. Unequal trace lengths 
result in misplaced crossing points and decrease system margins as the TCCS 
value increases.

■ Limit vias because they cause discontinuities.

■ Keep switching transistor-to-transistor logic (TTL) signals away from differential 
signals to avoid possible noise coupling.

■ Do not route TTL clock signals to areas under or above the differential signals.

■ Analyze system-level signals.

f For PCB layout guidelines, refer to AN 224: High-Speed Board Layout Guidelines and 
AN 315: Guidelines for Designing High-Speed FPGA PCBs.

Software Overview
Cyclone IV devices high-speed I/O system interfaces are created in core logic by a 
Quartus II software megafunction because they do not have a dedicated circuit for the 
SERDES. Cyclone IV devices use the I/O registers and LE registers to improve the 
timing performance and support the SERDES. The Quartus II software allows you to 
design your high-speed interfaces using ALTLVDS megafunction. This megafunction 
Cyclone IV Device Handbook, March 2016 Altera Corporation
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7. External Memory Interfaces in
Cyclone IV Devices
This chapter describes the memory interface pin support and the external memory 
interface features of Cyclone® IV devices.

In addition to an abundant supply of on-chip memory, Cyclone IV devices can easily 
interface with a broad range of external memory devices, including DDR2 SDRAM, 
DDR SDRAM, and QDR II SRAM. External memory devices are an important system 
component of a wide range of image processing, storage, communications, and 
general embedded applications.

1 Altera recommends that you construct all DDR2 or DDR SDRAM external memory 
interfaces using the Altera® ALTMEMPHY megafunction. You can implement the 
controller function using the Altera DDR2 or DDR SDRAM memory controllers, 
third-party controllers, or a custom controller for unique application needs. 
Cyclone IV devices support QDR II interfaces electrically, but Altera does not supply 
controller or physical layer (PHY) megafunctions for QDR II interfaces.

This chapter includes the following sections:

■ “Cyclone IV Devices Memory Interfaces Pin Support” on page 7–2

■ “Cyclone IV Devices Memory Interfaces Features” on page 7–12

f For more information about supported maximum clock rate, device and pin planning, 
IP implementation, and device termination, refer to the External Memory Interface 
Handbook.
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8–2 Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices
Configuration
■ “FPP Configuration” on page 8–40

■ “JTAG Configuration” on page 8–45

■ “Device Configuration Pins” on page 8–62

Configuration Features
Table 8–1 lists the configuration methods you can use in each configuration scheme.

Configuration Data Decompression
Cyclone IV devices support configuration data decompression, which saves 
configuration memory space and time. This feature allows you to store compressed 
configuration data in configuration devices or other memory and send the 
compressed bitstream to Cyclone IV devices. During configuration, Cyclone IV 
devices decompress the bitstream in real time and program the SRAM cells.

1 Compression may reduce the configuration bitstream size by 35 to 55%.

When you enable compression, the Quartus II software generates configuration files 
with compressed configuration data. This compressed file reduces the storage 
requirements in the configuration device or flash memory and decreases the time 
required to send the bitstream to the Cyclone IV device. The time required by a 
Cyclone IV device to decompress a configuration file is less than the time required to 
send the configuration data to the device. There are two methods for enabling 
compression for the Cyclone IV device bitstreams in the Quartus II software:

■ Before design compilation (through the Compiler Settings menu)

■ After design compilation (through the Convert Programming Files dialog box)

To enable compression in the compiler settings of the project in the Quartus II 
software, perform the following steps:

1. On the Assignments menu, click Device. The Settings dialog box appears.

2. Click Device and Pin Options. The Device and Pin Options dialog box appears.

Table 8–1. Configuration Features in Cyclone IV Devices

Configuration Scheme Configuration Method Decompression Remote System Upgrade (1)

AS Serial Configuration Device v v
AP Supported Flash Memory (2) — v

PS
External Host with Flash Memory v v (3)

Download Cable v —

FPP External Host with Flash Memory — v (3)

JTAG based configuration
External Host with Flash Memory — —

Download Cable — —

Notes to Table 8–1:

(1) Remote update mode is supported when you use the Remote System Upgrade feature. You can enable or disable remote update mode with an 
option setting in the Quartus® II software.

(2) For more information about the supported device families for the Micron commodity parallel flash, refer to Table 8–10 on page 8–22.
(3) Remote update mode is supported externally using the Parallel Flash Loader (PFL) with the Quartus II software.
Cyclone IV Device Handbook, May 2013 Altera Corporation
Volume 1



8–4 Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices
Configuration
Power-On Reset (POR) Circuit
The POR circuit keeps the device in reset state until the power supply voltage levels 
have stabilized during device power up. After device power up, the device does not 
release nSTATUS until VCCINT, VCCA, and VCCIO (for I/O banks in which the 
configuration and JTAG pins reside) are above the POR trip point of the device. 
VCCINT and VCCA are monitored for brown-out conditions after device power up.

1 VCCA is the analog power to the phase-locked loop (PLL).

In some applications, it is necessary for a device to wake up very quickly to begin 
operation. Cyclone IV devices offer the fast POR time option to support fast wake-up 
time applications. The fast POR time option has stricter power-up requirements when 
compared with the standard POR time option. You can select either the fast option or 
the standard POR option with the MSEL pin settings.

1 If your system exceeds the fast or standard POR time, you must hold nCONFIG low 
until all the power supplies are stable.

f For more information about the POR specifications, refer to the Cyclone IV Device 
Datasheet.

f For more information about the wake-up time and POR circuit, refer to the Power 
Requirements for Cyclone IV Devices chapter. 

Configuration File Size
Table 8–2 lists the approximate uncompressed configuration file sizes for Cyclone IV 
devices. To calculate the amount of storage space required for multiple device 
configurations, add the file size of each device together.

Table 8–2. Uncompressed Raw Binary File (.rbf) Sizes for Cyclone IV Devices (Part 1 of 2) 

Device Data Size (bits)

Cyclone IV E

EP4CE6 2,944,088

EP4CE10 2,944,088

EP4CE15 4,086,848

EP4CE22 5,748,552

EP4CE30 9,534,304

EP4CE40 9,534,304

EP4CE55 14,889,560

EP4CE75 19,965,752

EP4CE115 28,571,696
Cyclone IV Device Handbook, May 2013 Altera Corporation
Volume 1
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Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices 8–35
Configuration
After the first device completes configuration in a multi-device configuration chain, 
its nCEO pin drives low to activate the nCE pin of the second device, which prompts the 
second device to begin configuration. The second device in the chain begins 
configuration in one clock cycle. Therefore, the transfer of data destinations is 
transparent to the external host device. nCONFIG, nSTATUS, DCLK, DATA[0], and 
CONF_DONE configuration pins are connected to every device in the chain. To ensure 
signal integrity and prevent clock skew problems, configuration signals may require 
buffering. Ensure that DCLK and DATA lines are buffered. All devices initialize and enter 
user mode at the same time because all CONF_DONE pins are tied together. 

If any device detects an error, configuration stops for the entire chain and you must 
reconfigure the entire chain because all nSTATUS and CONF_DONE pins are tied together. 
For example, if the first device flags an error on nSTATUS, it resets the chain by pulling 
its nSTATUS pin low. This behavior is similar to a single device detecting an error.

You can have multiple devices that contain the same configuration data in your 
system. To support this configuration scheme, all device nCE inputs are tied to GND, 
while the nCEO pins are left floating. nCONFIG, nSTATUS, DCLK, DATA[0], and CONF_DONE 
configuration pins are connected to every device in the chain. To ensure signal 
integrity and prevent clock skew problems, configuration signals may require 
buffering. Ensure that the DCLK and DATA lines are buffered. Devices must be of the 
same density and package. All devices start and complete configuration at the same 
time.

Figure 8–15 shows a multi-device PS configuration when both Cyclone IV devices are 
receiving the same configuration data.

Figure 8–15. Multi-Device PS Configuration When Both Devices Receive the Same Data

Notes to Figure 8–15:

(1) You must connect the pull-up resistor to a supply that provides an acceptable input signal for all devices in the chain. 
VCC must be high enough to meet the VIH specification of the I/O on the device and the external host.

(2) The nCEO pins of both devices are left unconnected or used as user I/O pins when configuring the same configuration 
data into multiple devices.

(3) The MSEL pin settings vary for different configuration voltage standards and POR time. To connect the MSEL pins, 
refer to Table 8–3 on page 8–8, Table 8–4 on page 8–8, and Table 8–5 on page 8–9. Connect the MSEL pins directly 
to VCCA or GND. 

(4) All I/O inputs must maintain a maximum AC voltage of 4.1 V. DATA[0] and DCLK must fit the maximum overshoot 
outlined in Equation 8–1 on page 8–5.

External Host
(MAX II Device or
Microprocessor)

Memory

ADDR
 Cyclone IV Master Device

nSTATUS
CONF_DONE

nCE nCEO

DATA[0]

GND

     MSEL[ ] 

DATA[0] (4)
nCONFIG
DCLK (4)

nSTATUS
CONF_DONE

nCE nCEO N.C. (2)

DATA[0] (4)
nCONFIG
DCLK (4)

Cyclone IV Slave Device

N.C. (2)

GND

(3)
     MSEL[ ]     (3)

Buffers (4)

10 k

VCCIO (1) VCCIO (1)

10 k
May 2013 Altera Corporation Cyclone IV Device Handbook,
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Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices 8–47
Configuration
For device using VCCIO of 2.5, 3.0, and 3.3 V, refer to Figure 8–23. All I/O inputs must 
maintain a maximum AC voltage of 4.1 V because JTAG pins do not have the internal 
PCI clamping diodes to prevent voltage overshoot when using VCCIO of 2.5, 3.0, and 
3.3 V. You must power up the VCC of the download cable with a 2.5-V supply from 
VCCA. For device using VCCIO of 1.2, 1.5, and 1.8 V, refer to Figure 8–24. You can power 
up the VCC of the download cable with the supply from VCCIO.

Figure 8–23. JTAG Configuration of a Single Device Using a Download Cable (2.5, 3.0, and 3.3-V 
VCCIO Powering the JTAG Pins)

Notes to Figure 8–23:

(1) Connect these pull-up resistors to the VCCIO supply of the bank in which the pin resides.
(2) Connect the nCONFIG and MSEL pins to support a non-JTAG configuration scheme. If you only use JTAG 

configuration, connect the nCONFIG pin to logic-high and the MSEL pins to GND. In addition, pull DCLK and DATA[0] 
to either high or low, whichever is convenient on your board.

(3) Pin 6 of the header is a VIO reference voltage for the MasterBlaster output driver. VIO must match the device’s VCCA. 
For this value, refer to the MasterBlaster Serial/USB Communications Cable User Guide. When using the USB-Blaster, 
ByteBlaster II, ByteBlasterMV, and EthernetBlaster cables, this pin is a no connect.

(4) The nCE pin must be connected to GND or driven low for successful JTAG configuration.
(5) The nCEO pin is left unconnected or used as a user I/O pin when it does not feed the nCE pin of another device.
(6) Power up the VCC of the EthernetBlaster, ByteBlaster II, USB-Blaster, or ByteBlasterMV cable with a 2.5-V supply from 

VCCA. Third-party programmers must switch to 2.5 V. Pin 4 of the header is a VCC power supply for the MasterBlaster 
cable. The MasterBlaster cable can receive power from either 5.0- or 3.3-V circuit boards, DC power supply, or 5.0 V 
from the USB cable. For this value, refer to the MasterBlaster Serial/USB Communications Cable User Guide.

(7) Resistor value can vary from 1 k to 10 k..

nCE (4)

MSEL[ ]
nCONFIG
CONF_DONE

VCCA

VCCA (6)

GND

VCCIO (1)

GND

VCCIO (1)

(2)

VCCA

10 kΩ

10 kΩ

(7)

nSTATUS

Pin 1

Download Cable 10-Pin Male
Header (Top View)

GND

TCK
TDO

TMS
TDI

GND
VIO (3)

Cyclone IV Device 

nCEON.C. (5)

DCLK
DATA[0](2)

(2)

(2)

(7)

1 kΩ
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Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices 8–79
Remote System Upgrade
The remote system upgrade status register is updated by the dedicated error 
monitoring circuitry after an error condition, but before the factory configuration is 
loaded.

User Watchdog Timer
The user watchdog timer prevents a faulty application configuration from indefinitely 
stalling the device. The system uses the timer to detect functional errors after an 
application configuration is successfully loaded into the Cyclone IV device.

The user watchdog timer is a counter that counts down from the initial value loaded 
into the remote system upgrade control register by the factory configuration. The 
counter is 29 bits wide and has a maximum count value of 229. When specifying the 
user watchdog timer value, specify only the most significant 12 bits. The remote 
system upgrade circuitry appends 17'b1000 to form the 29-bits value for the watchdog 
timer. The granularity of the timer setting is 217 cycles. The cycle time is based on the 
frequency of the 10-MHz internal oscillator or CLKUSR (maximum frequency of 
40 MHz). 

Table 8–27 lists the operating range of the 10-MHz internal oscillator.

The user watchdog timer begins counting after the application configuration enters 
device user mode. This timer must be periodically reloaded or reset by the application 
configuration before the timer expires by asserting RU_nRSTIMER. If the application 
configuration does not reload the user watchdog timer before the count expires, a 
time-out signal is generated by the remote system upgrade dedicated circuitry. The 
time-out signal tells the remote system upgrade circuitry to set the user watchdog 
timer status bit (Wd) in the remote system upgrade status register and reconfigures the 
device by loading the factory configuration.

1 To allow the remote system upgrade dedicated circuitry to reset the watchdog timer, 
you must assert the RU_nRSTIMER signal active for a minimum of 250 ns. This is 
equivalent to strobing the reset_timer input of the ALTREMOTE_UPDATE 
megafunction high for a minimum of 250 ns.

Errors during configuration are detected by the CRC engine. Functional errors must 
not exist in the factory configuration because it is stored and validated during 
production and is never updated remotely.

Table 8–26. Control Register Contents After an Error or Reconfiguration Trigger Condition 

Reconfiguration Error/Trigger Control Register Setting In Remote Update

nCONFIG reset All bits are 0

nSTATUS error All bits are 0

CORE triggered reconfiguration Update register

CRC error All bits are 0

Wd time out All bits are 0

Table 8–27. 10-MHz Internal Oscillator Specifications  

Minimum Typical Maximum Unit

5 6.5 10 MHz
May 2013 Altera Corporation Cyclone IV Device Handbook,
Volume 1



9–4 Chapter 9: SEU Mitigation in Cyclone IV Devices
Error Detection Block
1 WYSIWYG is an optimization technique that performs optimization on a VQM 
(Verilog Quartus Mapping) netlist in the Quartus II software.

Error Detection Block
Table 9–3 lists the types of CRC detection to check the configuration bits.

This section focuses on the first type—the 32-bit CRC when the device is in user 
mode.

Error Detection Registers
There are two sets of 32-bit registers in the error detection circuitry that store the 
computed CRC signature and pre-calculated CRC value. A non-zero value on the 
signature register causes the CRC_ERROR pin to set high. 

Figure 9–1 shows the block diagram of the error detection block and the two related 
32-bit registers: the signature register and the storage register.

Table 9–3. Types of CRC Detection to Check the Configuration Bits

First Type of CRC Detection Second Type of CRC Detection

■ CRAM error checking ability (32-bit CRC) 
during user mode, for use by the 
CRC_ERROR pin.

■ There is only one 32-bit CRC value. This 
value covers all the CRAM data.

■ 16-bit CRC embedded in every configuration data frame.

■ During configuration, after a frame of data is loaded into the device, the 
pre-computed CRC is shifted into the CRC circuitry.

■ Simultaneously, the CRC value for the data frame shifted-in is calculated. 
If the pre-computed CRC and calculated CRC values do not match, 
nSTATUS is set low.

■ Every data frame has a 16-bit CRC. Therefore, there are many 16-bit CRC 
values for the whole configuration bit stream.

■ Every device has a different length of configuration data frame.

Figure 9–1. Error Detection Block Diagram
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Document Revision History
Table 9–8 lists the revision history for this chapter.

Table 9–8. Document Revision History

Date Version Changes

May 2013 1.3 Updated “CRC_ERROR Pin Type” in Table 9–2.

October 2012 1.2 Updated Table 9–2.

February 2010 1.1

Updated for the Quartus II software version 9.1 SP1 release:

■ Updated “Configuration Error Detection” section.

■ Updated Table 9–6.

■ Added Cyclone IV E devices in Table 9–6.

November 2009 1.0 Initial release.
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1. Cyclone IV Transceivers Architecture

Cyclone® IV GX devices include up to eight full-duplex transceivers at serial data 
rates between 600 Mbps and 3.125 Gbps in a low-cost FPGA. Table 1–1 lists the 
supported Cyclone IV GX transceiver channel serial protocols. 

You can implement these protocols through the ALTGX MegaWizard™ Plug-In 
Manager, which also offers the highly flexible Basic functional mode to implement 
proprietary serial protocols at the following serial data rates: 

■ 600 Mbps to 2.5 Gbps for devices in F324 and smaller packages

■ 600 Mbps to 3.125 Gbps for devices in F484 and larger packages 

For descriptions of the ports available when instantiating a transceiver using the 
ALTGX megafunction, refer to “Transceiver Top-Level Port Lists” on page 1–85. 

f For more information about Cyclone IV transceivers that run at 2.97 Gbps data rate, 
refer to the Cyclone IV Device Family Pin Connection Guidelines.

Table 1–1. Serial Protocols Supported by the Cyclone IV GX Transceiver Channels 

Protocol Data Rate (Gbps) F324 and smaller 
packages

F484 and larger 
packages

PCI Express® (PCIe®) (1) 2.5 v v
Gbps Ethernet (GbE) 1.25 v v
Common Public Radio Interface (CPRI) 0.6144, 1.2288, 2.4576, and 3.072 v (2) v
OBSAI 0.768, 1.536, and 3.072 v (2) v
XAUI 3.125 — v

Serial digital interface (SDI) 
HD-SDI at 1.485 and 1.4835 v v

3G-SDI at 2.97 and 2.967 —

Serial RapidIO® (SRIO) 1.25, 2.5, and 3.125 — v
Serial Advanced Technology Attachment 
(SATA) 1.5 and 3.0 — v
V-by-one 3.125 — v
Display Port 1.62 and 2.7 — v
Notes to Table 1–1:

(1) Provides the physical interface for PCI Express (PIPE)-compliant interface that supports Gen1 ×1, ×2, and ×4 initial lane width configurations. 
When implementing ×1 or ×2 interface, remaining channels in the transceiver block are available to implement other protocols.

(2) Supports data rates up to 2.5 Gbps only.

February 2015
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After updating the word boundary, word aligner status signals (rx_syncstatus and 
rx_patterndetect) are driven high for one parallel clock cycle synchronous to the 
most significant byte of the word alignment pattern. The rx_syncstatus and 
rx_patterndetect signals have the same latency as the datapath and are forwarded to 
the FPGA fabric to indicate the word aligner status. Any word alignment pattern 
received thereafter in the same word boundary causes only the rx_patterndetect 
signal to go high for one clock cycle.

Figure 1–17 shows the manual alignment mode word aligner operation in 10-bit data 
width mode. In this example, a /K28.5/ (10'b0101111100) is specified as the word 
alignment pattern. 

The word aligner aligns to the /K28.5/ alignment pattern (red) in cycle n because the 
rx_enapatternalign signal is asserted high. The rx_syncstatus signal goes high for 
one clock cycle indicating alignment to a new word boundary. The rx_patterndetect 
signal also goes high for one clock cycle to indicate initial word alignment. 

At time n + 1, the rx_enapatternalign signal is deasserted to instruct the word 
aligner to lock the current word boundary. 

The alignment pattern is detected again (green) in a new word boundary across cycles 
n + 2 and n + 3. The word aligner does not align to this new word boundary because 
the rx_enapatternalign signal is held low.

The /K28.5/ word alignment pattern is detected again (blue) in the current word 
boundary during cycle n + 5 causing the rx_patterndetect signal to go high for one 
parallel clock cycle.

1 If the word alignment pattern is known to be unique and does not appear between 
word boundaries, you can hold the rx_enapatternalign signal constantly high 
because there is no possibility of false word alignment. If there is a possibility of the 
word alignment pattern occurring across word boundaries, you must control the 
rx_enapatternalign signal to lock the word boundary after the desired word 
alignment is achieved to avoid re-alignment to an incorrect word boundary.

Figure 1–17. Word Aligner in 10-bit Manual Alignment Mode
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PIPE Interface
The PIPE interface provides a standard interface between the PCIe-compliant PHY 
and MAC layer as defined by the version 2.00 of the PIPE Architecture specification 
for Gen1 (2.5 Gbps) signaling rate. Any core or IP implementing the PHY MAC, data 
link, and transaction layers that supports PIPE 2.00 can be connected to the 
Cyclone IV GX transceiver configured in PIPE mode. Table 1–15 lists the PIPE-specific 
ports available from the Cyclone IV GX transceiver configured in PIPE mode and the 
corresponding port names in the PIPE 2.00 specification.

Receiver Detection Circuitry
In PIPE mode, the transmitter supports receiver detection function with a built-in 
circuitry in the transmitter PMA. The PCIe protocol requires the transmitter to detect 
if a receiver is present at the far end of each lane as part of the link training and 
synchronization state machine sequence. This feature requires the following 
conditions:

■ transmitter output buffer to be tri-stated

■ have OCT utilization

■ 125 MHz clock on the fixedclk port

The circuit works by sending a pulse on the common mode of the transmitter. If an 
active PCIe receiver is present at the far end, the time constant of the step voltage on 
the trace is higher compared to when the receiver is not present. The circuitry 
monitors the time constant of the step signal seen on the trace to decide if a receiver 
was detected. 

Table 1–15. Transceiver-FPGA Fabric Interface Ports in PIPE Mode

Transceiver Port Name PIPE 2.00 Port Name

tx_datain[15..0] (1) TxData[15..0]

tx_ctrlenable[1..0] (1) TxDataK[1..0]

rx_dataout[15..0] (1) RxData[15..0]

rx_ctrldetect[1..0] (1) RxDataK[1..0]

tx_detectrxloop TxDetectRx/Loopback

tx_forceelecidle TxElecIdle

tx_forcedispcompliance TxCompliance

pipe8b10binvpolarity RxPolarity

powerdn[1..0] (2) PowerDown[1..0]

pipedatavalid RxValid

pipephydonestatus PhyStatus

pipeelecidle RxElecIdle

pipestatus RxStatus[2..0]

Notes to Table 1–15:

(1) When used with PCIe hard IP block, the byte SERDES is not used. In this case, the data ports are 8 bits wide and 
control identifier is 1 bit wide.

(2) Cyclone IV GX transceivers do not implement power saving measures in lower power states (P0s, P1, and P2), 
except when putting the transmitter buffer in electrical idle in the lower power states.
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Clock Rate Compensation
In XAUI mode, the rate match FIFO compensates up to ±100 ppm (200 ppm total) 
difference between the upstream transmitter and the local receiver reference clock. 
The XAUI protocol requires the transmitter to send /R/ (/K28.0/) code groups 
simultaneously on all four lanes (denoted as ||R|| column) during inter-packet 
gaps, adhering to rules listed in the IEEE P802.3ae specification.

The rate match operation begins after rx_syncstatus and rx_channelaligned are 
asserted. The rx_syncstatus signal is from the word aligner, indicating that 
synchronization is acquired on all four channels, while rx_channelaligned signal is 
from the deskew FIFO, indicating channel alignment. 

The rate match FIFO looks for the ||R|| column (simultaneous /R/ code groups on 
all four channels) and deletes or inserts ||R|| columns to prevent the rate match 
FIFO from overflowing or under running. The rate match FIFO can insert or delete as 
many ||R|| columns as necessary to perform the rate match operation.

The rx_rmfifodatadeleted and rx_rmfifodatainserted flags that indicate rate 
match FIFO deletion and insertion events, respectively, are forwarded to the FPGA 
fabric. If an ||R|| column is deleted, the rx_rmfifodeleted flag from each of the 
four channels goes high for one clock cycle per deleted ||R|| column. If an ||R|| 
column is inserted, the rx_rmfifoinserted flag from each of the four channels goes 
high for one clock cycle per inserted ||R|| column.

1 The rate match FIFO does not insert or delete code groups automatically to overcome 
FIFO empty or full conditions. In this case, the rate match FIFO asserts the 
rx_rmfifofull and rx_rmfifoempty flags for at least three recovered clock cycles to 
indicate rate match FIFO full and empty conditions, respectively. You must then assert 
the rx_digitalreset signal to reset the receiver PCS blocks.

Deterministic Latency Mode
Deterministic Latency mode provides the transceiver configuration that allows no 
latency uncertainty in the datapath and features to strictly control latency variation. 
This mode supports non-bonded (×1) and bonded (×4) channel configurations, and is 
typically used to support CPRI and OBSAI protocols that require accurate delay 
measurements along the datapath. The Cyclone IV GX transceivers configured in 
Deterministic Latency mode provides the following features:

■ registered mode phase compensation FIFO

■ receive bit-slip indication

■ transmit bit-slip control

■ PLL PFD feedback
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Figure 1–72 shows the two paths in reverse serial loopback mode.

Self Test Modes 
Each transceiver channel in the Cyclone IV GX device contains modules for pattern 
generator and verifier. Using these built-in features, you can verify the functionality of 
the functional blocks in the transceiver channel without requiring user logic. The self 
test functionality is provided as an optional mechanism for debugging transceiver 
channels. 

There are three types of supported pattern generators and verifiers:

■ Built-in self test (BIST) incremental data generator and verifier—test the complete 
transmitter PCS and receiver PCS datapaths for bit errors with parallel loopback 
before the PMA blocks.

■ Pseudo-random binary sequence (PRBS) generator and verifier—the PRBS 
generator and verifier interface with the serializer and deserializer in the PMA 
blocks. The advantage of using a PRBS data stream is that the randomness yields 
an environment that stresses the transmission medium. In the data stream, you 
can observe both random jitter and deterministic jitter using a time interval 
analyzer, bit error rate tester, or oscilloscope.

■ High frequency and low frequency pattern generator—the high frequency 
patterns generate alternate ones and zeros and the low frequency patterns 
generate five ones and five zeroes. These patterns do not have a corresponding 
verifier.

1 The self-test features are only supported in Basic mode.

Figure 1–72. Reverse Serial Loopback (1)

Notes to Figure 1–72:

(1) Grayed-Out Blocks are Not Active in this mode.
(2) Post-CDR reverse serial loopback path.
(3) Pre-CDR reverse serial loopback path.
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Operating Conditions
Internal Weak Pull-Up and Weak Pull-Down Resistor
Table 1–12 lists the weak pull-up and pull-down resistor values for Cyclone IV 
devices.

Hot-Socketing
Table 1–13 lists the hot-socketing specifications for Cyclone IV devices.

1 During hot-socketing, the I/O pin capacitance is less than 15 pF and the clock pin 
capacitance is less than 20 pF.

Table 1–12. Internal Weak Pull-Up and Weak Pull-Down Resistor Values for Cyclone IV Devices (1)

Symbol Parameter Conditions Min Typ Max Unit

R_PU

Value of the I/O pin pull-up resistor 
before and during configuration, as 
well as user mode if you enable the 
programmable pull-up resistor option 

VCCIO = 3.3 V ± 5% (2), (3) 7 25 41 k

VCCIO = 3.0 V ± 5% (2), (3) 7 28 47 k

VCCIO = 2.5 V ± 5% (2), (3) 8 35 61 k

VCCIO = 1.8 V ± 5% (2), (3) 10 57 108 k

VCCIO = 1.5 V ± 5% (2), (3) 13 82 163 k

VCCIO = 1.2 V ± 5% (2), (3) 19 143 351 k

R_PD 
Value of the I/O pin pull-down resistor 
before and during configuration

VCCIO = 3.3 V ± 5% (4) 6 19 30 k

VCCIO = 3.0 V ± 5% (4) 6 22 36 k

VCCIO = 2.5 V ± 5% (4) 6 25 43 k

VCCIO = 1.8 V ± 5% (4) 7 35 71 k

VCCIO = 1.5 V ± 5% (4) 8 50 112 k

Notes to Table 1–12:

(1) All I/O pins have an option to enable weak pull-up except the configuration, test, and JTAG pins. The weak pull-down feature is only available 
for JTAG TCK.

(2) Pin pull-up resistance values may be lower if an external source drives the pin higher than VCCIO.
(3) R_PU = (VCCIO – VI)/IR_PU

Minimum condition: –40°C; VCCIO = VCC + 5%, VI = VCC + 5% – 50 mV;
Typical condition: 25°C; VCCIO = VCC, VI = 0 V;
Maximum condition: 100°C; VCCIO = VCC – 5%, VI = 0 V; in which VI refers to the input voltage at the I/O pin.

(4) R_PD = VI/IR_PD
Minimum condition: –40°C; VCCIO = VCC + 5%, VI = 50 mV;
Typical condition: 25°C; VCCIO = VCC, VI = VCC – 5%;
Maximum condition: 100°C; VCCIO = VCC – 5%, VI = VCC – 5%; in which VI refers to the input voltage at the I/O pin.

Table 1–13. Hot-Socketing Specifications for Cyclone IV Devices

Symbol Parameter Maximum

IIOPIN(DC) DC current per I/O pin 300 A

IIOPIN(AC) AC current per I/O pin 8 mA (1)

IXCVRTX(DC) DC current per transceiver TX pin 100 mA

IXCVRRX(DC) DC current per transceiver RX pin 50 mA

Note to Table 1–13:

(1) The I/O ramp rate is 10 ns or more. For ramp rates faster than 10 ns, |IIOPIN| = C dv/dt, in which C is the I/O pin 
capacitance and dv/dt is the slew rate.
December 2016 Altera Corporation Cyclone IV Device Handbook,
Volume 3
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IOE Programmable Delay
Table 1–40 and Table 1–41 list the IOE programmable delay for Cyclone IV E 1.0 V 
core voltage devices.

Table 1–40. IOE Programmable Delay on Column Pins for Cyclone IV E 1.0 V Core Voltage Devices (1), (2)

Parameter Paths Affected
Number 

of 
Setting

Min 
Offset

Max Offset

UnitFast Corner Slow Corner

C8L I8L C8L C9L I8L

Input delay from pin to 
internal cells

Pad to I/O 
dataout to core 7 0 2.054 1.924 3.387 4.017 3.411 ns

Input delay from pin to 
input register

Pad to I/O input 
register 8 0 2.010 1.875 3.341 4.252 3.367 ns

Delay from output register 
to output pin

I/O output 
register to pad 2 0 0.641 0.631 1.111 1.377 1.124 ns

Input delay from 
dual-purpose clock pin to 
fan-out destinations

Pad to global 
clock network 12 0 0.971 0.931 1.684 2.298 1.684 ns

Notes to Table 1–40:

(1) The incremental values for the settings are generally linear. For the exact values for each setting, use the latest version of the Quartus II software.
(2) The minimum and maximum offset timing numbers are in reference to setting 0 as available in the Quartus II software.

Table 1–41. IOE Programmable Delay on Row Pins for Cyclone IV E 1.0 V Core Voltage Devices (1), (2)

Parameter Paths Affected
Number 

of 
Setting

Min 
Offset

Max Offset

UnitFast Corner Slow Corner

C8L I8L C8L C9L I8L

Input delay from pin to 
internal cells

Pad to I/O 
dataout to core 7 0 2.057 1.921 3.389 4.146 3.412 ns

Input delay from pin to 
input register

Pad to I/O input 
register 8 0 2.059 1.919 3.420 4.374 3.441 ns

Delay from output register 
to output pin

I/O output 
register to pad 2 0 0.670 0.623 1.160 1.420 1.168 ns

Input delay from 
dual-purpose clock pin to 
fan-out destinations

Pad to global 
clock network 12 0 0.960 0.919 1.656 2.258 1.656 ns

Notes to Table 1–41:

(1) The incremental values for the settings are generally linear. For the exact values for each setting, use the latest version of the Quartus II software.
(2) The minimum and maximum offset timing numbers are in reference to setting 0 as available in the Quartus II software.
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Volume 3


