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Chapter 1: Cyclone IV FPGA Device Family Overview 1–3
Device Resources
■ Up to 532 user I/Os

■ LVDS interfaces up to 840 Mbps transmitter (Tx), 875 Mbps Rx

■ Support for DDR2 SDRAM interfaces up to 200 MHz

■ Support for QDRII SRAM and DDR SDRAM up to 167 MHz

■ Up to eight phase-locked loops (PLLs) per device

■ Offered in commercial and industrial temperature grades

Device Resources
Table 1–1 lists Cyclone IV E device resources.

Table 1–1. Resources for the Cyclone IV E Device Family

Resources
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Logic elements (LEs) 6,272 10,320 15,408 22,320 28,848 39,600 55,856 75,408 114,480

Embedded memory 
(Kbits) 270 414 504 594 594 1,134 2,340 2,745 3,888

Embedded 18 × 18 
multipliers 15 23 56 66 66 116 154 200 266

General-purpose PLLs 2 2 4 4 4 4 4 4 4

Global Clock Networks 10 10 20 20 20 20 20 20 20

User I/O Banks 8 8 8 8 8 8 8 8 8

Maximum user I/O (1) 179 179 343 153 532 532 374 426 528

Note to Table 1–1:

(1) The user I/Os count from pin-out files includes all general purpose I/O, dedicated clock pins, and dual purpose configuration pins. Transceiver 
pins and dedicated configuration pins are not included in the pin count.
March 2016 Altera Corporation Cyclone IV Device Handbook,
Volume 1
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Table 1–4 lists Cyclone IV GX device package offerings, including I/O and transceiver co

Table 1–4. Package Offerings for the Cyclone IV GX Device Family (1)

Package F169 F324 F484

Size (mm) 14 × 14 19 × 19 23 × 23

Pitch (mm) 1.0 1.0 1.0
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EP4CGX15 72 25 2 — — — — — — —

EP4CGX22 72 25 2 150 64 4 — — — —

EP4CGX30 72 25 2 150 64 4 290 130 4 —

EP4CGX50 — — — — — — 290 130 4 310

EP4CGX75 — — — — — — 290 130 4 310

EP4CGX110 — — — — — — 270 120 4 393

EP4CGX150 — — — — — — 270 120 4 393

Note to Table 1–4:

(1) Use the Pin Migration View window in Pin Planner of the Quartus II software to verify the pin migration compatibility 
information, refer to the I/O Management chapter in volume 2 of the Quartus II Handbook.

(2) This includes both dedicated and emulated LVDS pairs. For more information, refer to the I/O Features in Cyclone IV D

http://www.altera.com/literature/hb/qts/qts_qii52013.pdf
http://www.altera.com/literature/hb/cyclone-iv/cyiv-51006.pdf
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2. Logic Elements and Logic Array Blocks
in Cyclone IV Devices
This chapter contains feature definitions for logic elements (LEs) and logic array 
blocks (LABs). Details are provided on how LEs work, how LABs contain groups of 
LEs, and how LABs interface with the other blocks in Cyclone® IV devices.

Logic Elements
Logic elements (LEs) are the smallest units of logic in the Cyclone IV device 
architecture. LEs are compact and provide advanced features with efficient logic 
usage. Each LE has the following features:

■ A four-input look-up table (LUT), which can implement any function of four 
variables

■ A programmable register

■ A carry chain connection

■ A register chain connection

■ The ability to drive the following interconnects:

■ Local

■ Row

■ Column

■ Register chain

■ Direct link

■ Register packing support

■ Register feedback support
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Chapter 3: Memory Blocks in Cyclone IV Devices 3–3
Overview
Control Signals
The clock-enable control signal controls the clock entering the input and output 
registers and the entire M9K memory block. This signal disables the clock so that the 
M9K memory block does not see any clock edges and does not perform any 
operations.

The rden and wren control signals control the read and write operations for each port 
of M9K memory blocks. You can disable the rden or wren signals independently to 
save power whenever the operation is not required.

Parity Bit Support
Parity checking for error detection is possible with the parity bit along with internal 
logic resources. Cyclone IV devices M9K memory blocks support a parity bit for each 
storage byte. You can use this bit as either a parity bit or as an additional data bit. No 
parity function is actually performed on this bit.

Byte Enable Support
Cyclone IV devices M9K memory blocks support byte enables that mask the input 
data so that only specific bytes of data are written. The unwritten bytes retain the 
previous written value. The wren signals, along with the byte-enable (byteena) 
signals, control the write operations of the RAM block. The default value of the 
byteena signals is high (enabled), in which case writing is controlled only by the wren 
signals. There is no clear port to the byteena registers. M9K blocks support byte 
enables when the write port has a data width of ×16, ×18, ×32, or ×36 bits.

Byte enables operate in one-hot manner, with the LSB of the byteena signal 
corresponding to the least significant byte of the data bus. For example, if 
byteena = 01 and you are using a RAM block in ×18 mode, data[8..0] is enabled 
and data[17..9] is disabled. Similarly, if byteena = 11, both data[8..0] and 
data[17..9] are enabled. Byte enables are active high.

Table 3–2 lists the byte selection.

Table 3–2. byteena for Cyclone IV Devices M9K Blocks (1) 

byteena[3..0]
Affected Bytes

datain ×16 datain ×18 datain ×32 datain ×36

[0] = 1 [7..0] [8..0] [7..0] [8..0]

[1] = 1 [15..8] [17..9] [15..8] [17..9]

[2] = 1 — — [23..16] [26..18]

[3] = 1 — — [31..24] [35..27]

Note to Table 3–2:

(1) Any combination of byte enables is possible.
November 2011 Altera Corporation Cyclone IV Device Handbook,
Volume 1



3–6 Chapter 3: Memory Blocks in Cyclone IV Devices
Overview
Figure 3–3 and Figure 3–4 show the address clock enable waveform during read and 
write cycles, respectively.

Mixed-Width Support
M9K memory blocks support mixed data widths. When using simple dual-port, true 
dual-port, or FIFO modes, mixed width support allows you to read and write 
different data widths to an M9K memory block. For more information about the 
different widths supported per memory mode, refer to “Memory Modes” on 
page 3–7.

Figure 3–3. Cyclone IV Devices Address Clock Enable During Read Cycle Waveform

Figure 3–4. Cyclone IV Devices Address Clock Enable During Write Cycle Waveform
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Chapter 5: Clock Networks and PLLs in Cyclone IV Devices 5–3
Clock Networks
PLL_3_C1 — — — — — — v — — v — — — — — — v — — v
PLL_3_C2 — — — — — v — v — — — — — — — v — v — —

PLL_3_C3 — — — — — — v — v — — — — — — — v — v —

PLL_3_C4 — — — — — — — v — v — — — — — — — v — v
PLL_4_C0 (3) — — — — — v — — v — v — — v — — — — — —

PLL_4_C1 (3) — — — — — — v — — v — v — — v — — — — —

PLL_4_C2 (3) — — — — — v — v — — v — v — — — — — — —

PLL_4_C3 (3) — — — — — — v — v — — v — v — — — — — —

PLL_4_C4 (3) — — — — — — — v — v — — v — v — — — — —

DPCLK2 — — — — — — — — — — — — — — — — v — — —

DPCLK3 (4) — — — — — — — — — — — — — — — — — — v —

DPCLK4 (4) — — — — — — — — — — — — — — — — — v — —

DPCLK5 — — — — — — — — — — — — — — — — — — — v
DPCLK6 (4) — — — — — — — — v — — — — — — — — — — —

DPCLK7 — — — — — — v — — — — — — — — — — — — —

DPCLK8 — — — — — — — — — v — — — — — — — — — —

DPCLK9 (4) — — — — — — — v — — — — — — — — — — — —

DPCLK10 — — — — — — — — — — — — — — v — — — — —

DPCLK11 (4) — — — — — — — — — — — — v — — — — — — —

DPCLK12 (4) — — — — — — — — — — — — — v — — — — — —

DPCLK13 — — — — — — — — — — — v — — — — — — — —

Notes to Table 5–1:

(1) EP4CGX30 information in this table refers to all EP4CGX30 packages except F484 package.
(2) PLL_1 and PLL_2 are multipurpose PLLs while PLL_3 and PLL_4 are general purpose PLLs.
(3) PLL_4 is only available in EP4CGX22 and EP4CGX30 devices in F324 package.
(4) This pin applies to EP4CGX22 and EP4CGX30 devices.

Table 5–1. GCLK Network Connections for EP4CGX15, EP4CGX22, and EP4CGX30 (1), (2) (Part 2 of 2)

GCLK Network Clock 
Sources

GCLK Networks

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
October 2012 Altera Corporation Cyclone IV Device Handbook,
Volume 1



Chapter 6: I/O Features in Cyclone IV Devices 6–19
I/O Banks
Figure 6–11. Cyclone IV GX I/O Banks for EP4CGX50, EP4CGX75, EP4CGX110, and EP4CGX150 (1), (2), (9)

Notes to Figure 6–11:

(1) This is a top view of the silicon die. For exact pin locations, refer to the pin list and the Quartus II software.
(2) True differential (PPDS, LVDS, mini-LVDS, and RSDS I/O standards) outputs are supported in row I/O banks 5 and 6 only. External resistors are 

needed for the differential outputs in column I/O banks.
(3) The LVPECL I/O standard is only supported on clock input pins. This I/O standard is not supported on output pins.
(4) The HSTL-12 Class II is supported in column I/O banks 4, 7, and 8.
(5) The differential SSTL-18 and SSTL-2, differential HSTL-18, and HSTL-15 I/O standards are supported only on clock input pins and phase-locked 

loops (PLLs) output clock pins. PLL output clock pins do not support Class II interface type of differential SSTL-18, HSTL-18, HSTL-15, and 
HSTL-12 I/O standards.

(6) The differential HSTL-12 I/O standard is only supported on clock input pins and PLL output clock pins. Differential HSTL-12 Class II is supported 
only in column I/O banks 4, 7, and 8.

(7) BLVDS output uses two single-ended outputs with the second output programmed as inverted. BLVDS input uses the LVDS input buffer.
(8) The PCI-X I/O standard does not meet the IV curve requirement at the linear region.
(9) The OCT block is located in the shaded banks 4, 5, and 7.
(10) The dedicated clock input I/O banks 3A, 3B, 8A, and 8B can be used either for HSSI input reference clock pins or clock input pins. 
(11) Single-ended clock input support is available for dedicated clock input I/O banks 3B and 8B.
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6–26 Chapter 6: I/O Features in Cyclone IV Devices
High-Speed I/O Interface
You can use I/O pins and internal logic to implement a high-speed differential 
interface in Cyclone IV devices. Cyclone IV devices do not contain dedicated 
serialization or deserialization circuitry. Therefore, shift registers, internal 
phase-locked loops (PLLs), and I/O cells are used to perform serial-to-parallel 
conversions on incoming data and parallel-to-serial conversion on outgoing data. The 
differential interface data serializers and deserializers (SERDES) are automatically 
constructed in the core logic elements (LEs) with the Quartus II software ALTLVDS 
megafunction.

Table 6–7. Differential I/O Standards Supported in Cyclone IV GX I/O Banks 

Differential I/O Standards I/O Bank Location
External Resistor 

Network at 
Transmitter

Transmitter (TX) Receiver (RX)

LVDS
5,6 Not Required v v

3,4,5,6,7,8 Three Resistors

RSDS

5,6 Not Required

v —3,4,7,8 Three Resistors

3,4,5,6,7,8 Single Resistor

mini-LVDS
5,6 Not Required v —

3,4,5,6,7,8 Three Resistors

PPDS
5,6 Not Required v —

3,4,5,6,7,8 Three Resistors

BLVDS (1) 3,4,5,6,7,8 Single Resistor v v
LVPECL (2) 3,4,5,6,7,8 — — v
Differential SSTL-2 (3) 3,4,5,6,7,8 — v v
Differential SSTL-18 (3) 3,4,5,6,7,8 — v v
Differential HSTL-18 (3) 3,4,5,6,7,8 — v v
Differential HSTL-15 (3) 3,4,5,6,7,8 — v v
Differential HSTL-12 (3) 4,5,6,7,8 — v v
Notes to Table 6–7:

(1) Transmitter and Receiver fMAX depend on system topology and performance requirement.
(2) The LVPECL I/O standard is only supported on dedicated clock input pins.
(3) The differential SSTL-2, SSTL-18, HSTL-18, HSTL-15, and HSTL-12 I/O standards are only supported on clock input pins and PLL output clock 

pins. PLL output clock pins do not support Class II interface type of differential SSTL-18, HSTL-18, HSTL-15, and HSTL-12 I/O standards.
Cyclone IV Device Handbook, March 2016 Altera Corporation
Volume 1
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6–27
High-Speed I/O
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Table 6–8. Cyclone IV E I/O and Differential Channel Count
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I/O (3) 91 179 179 91 179 179 81 89 165 165 165 343 79 153 153 193 328 532 193 328 328 53

User I/O 
Banks
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LVDS (4), (

6) 8 23 23 8 23 23 6 8 21 21 21 67 7 20 20 30 60 112 30 60 60 11

Emulated 
LVDS (5), (

6)
13 43 43 13 43 43 12 13 32 32 32 70 10 32 32 38 64 112 38 64 64 11

Notes to Table 6–8:

(1) User I/O pins are used as inputs or outputs; clock input pins are used as inputs only; clock output pins are used as output only.
(2) For differential pad placement guidelines, refer to “Pad Placement” on page 6–23.
(3) The I/O pin count includes all GPIOs, dedicated clock pins, and dual-purpose configuration pins. Dedicated configuration pins are not included in t
(4) The true LVDS count includes all LVDS I/O pairs, differential clock input and clock output pins in row I/O banks 1, 2, 5, and 6.
(5) The emulated LVDS count includes all LVDS I/O pairs, differential clock input and clock output pins in column I/O banks 3, 4, 7, and 8.
(6) LVDS input and output buffers are sharing the same p and n pins. One LVDS I/O channel can only be either transmitter or receiver at a time.



7–6 Chapter 7: External Memory Interfaces in Cyclone IV Devices
Cyclone IV Devices Memory Interfaces Pin Support
EP4CE22

144-pin EQFP

Left 0 0 0 0 — —

Right 0 0 0 0 — —

Bottom (1), (3) 1 0 0 0 — —

Top (1), (4) 1 0 0 0 — —

256-pin UBGA

Left (1) 1 1 0 0 — —

Right (2) 1 1 0 0 — —

Bottom 2 2 1 1 — —

Top 2 2 1 1 — —

256-pin FBGA

Left (1) 1 1 0 0 — —

Right (2) 1 1 0 0 — —

Bottom 2 2 1 1 — —

Top 2 2 1 1 — —

EP4CE30 324-pin FBGA

Left (1) 2 2 1 1 0 0

Right (2) 2 2 1 1 0 0

Bottom 2 2 1 1 0 0

Top 2 2 1 1 0 0

EP4CE30

EP4CE115

484-pin FBGA

Left 4 4 2 2 1 1

Right 4 4 2 2 1 1

Bottom 4 4 2 2 1 1

Top 4 4 2 2 1 1

780-pin FBGA

Left 4 4 2 2 1 1

Right 4 4 2 2 1 1

Bottom 6 6 2 2 1 1

Top 6 6 2 2 1 1

EP4CE40 324-pin FBGA

Left 2 2 1 1 0 0

Right 2 2 1 1 0 0

Bottom 2 2 1 1 0 0

Top 2 2 1 1 0 0

Table 7–2. Cyclone IV E Device DQS and DQ Bus Mode Support for Each Side of the Device (Part 2 of 3)

Device Package Side
Number 

×8 
Groups

Number 
×9 

Groups

Number 
×16 

Groups

Number 
×18 

Groups

Number 
×32 

Groups

Number 
×36 

Groups
Cyclone IV Device Handbook, March 2016 Altera Corporation
Volume 1



8–2 Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices
Configuration
■ “FPP Configuration” on page 8–40

■ “JTAG Configuration” on page 8–45

■ “Device Configuration Pins” on page 8–62

Configuration Features
Table 8–1 lists the configuration methods you can use in each configuration scheme.

Configuration Data Decompression
Cyclone IV devices support configuration data decompression, which saves 
configuration memory space and time. This feature allows you to store compressed 
configuration data in configuration devices or other memory and send the 
compressed bitstream to Cyclone IV devices. During configuration, Cyclone IV 
devices decompress the bitstream in real time and program the SRAM cells.

1 Compression may reduce the configuration bitstream size by 35 to 55%.

When you enable compression, the Quartus II software generates configuration files 
with compressed configuration data. This compressed file reduces the storage 
requirements in the configuration device or flash memory and decreases the time 
required to send the bitstream to the Cyclone IV device. The time required by a 
Cyclone IV device to decompress a configuration file is less than the time required to 
send the configuration data to the device. There are two methods for enabling 
compression for the Cyclone IV device bitstreams in the Quartus II software:

■ Before design compilation (through the Compiler Settings menu)

■ After design compilation (through the Convert Programming Files dialog box)

To enable compression in the compiler settings of the project in the Quartus II 
software, perform the following steps:

1. On the Assignments menu, click Device. The Settings dialog box appears.

2. Click Device and Pin Options. The Device and Pin Options dialog box appears.

Table 8–1. Configuration Features in Cyclone IV Devices

Configuration Scheme Configuration Method Decompression Remote System Upgrade (1)

AS Serial Configuration Device v v
AP Supported Flash Memory (2) — v

PS
External Host with Flash Memory v v (3)

Download Cable v —

FPP External Host with Flash Memory — v (3)

JTAG based configuration
External Host with Flash Memory — —

Download Cable — —

Notes to Table 8–1:

(1) Remote update mode is supported when you use the Remote System Upgrade feature. You can enable or disable remote update mode with an 
option setting in the Quartus® II software.

(2) For more information about the supported device families for the Micron commodity parallel flash, refer to Table 8–10 on page 8–22.
(3) Remote update mode is supported externally using the Parallel Flash Loader (PFL) with the Quartus II software.
Cyclone IV Device Handbook, May 2013 Altera Corporation
Volume 1



Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices 8–35
Configuration
After the first device completes configuration in a multi-device configuration chain, 
its nCEO pin drives low to activate the nCE pin of the second device, which prompts the 
second device to begin configuration. The second device in the chain begins 
configuration in one clock cycle. Therefore, the transfer of data destinations is 
transparent to the external host device. nCONFIG, nSTATUS, DCLK, DATA[0], and 
CONF_DONE configuration pins are connected to every device in the chain. To ensure 
signal integrity and prevent clock skew problems, configuration signals may require 
buffering. Ensure that DCLK and DATA lines are buffered. All devices initialize and enter 
user mode at the same time because all CONF_DONE pins are tied together. 

If any device detects an error, configuration stops for the entire chain and you must 
reconfigure the entire chain because all nSTATUS and CONF_DONE pins are tied together. 
For example, if the first device flags an error on nSTATUS, it resets the chain by pulling 
its nSTATUS pin low. This behavior is similar to a single device detecting an error.

You can have multiple devices that contain the same configuration data in your 
system. To support this configuration scheme, all device nCE inputs are tied to GND, 
while the nCEO pins are left floating. nCONFIG, nSTATUS, DCLK, DATA[0], and CONF_DONE 
configuration pins are connected to every device in the chain. To ensure signal 
integrity and prevent clock skew problems, configuration signals may require 
buffering. Ensure that the DCLK and DATA lines are buffered. Devices must be of the 
same density and package. All devices start and complete configuration at the same 
time.

Figure 8–15 shows a multi-device PS configuration when both Cyclone IV devices are 
receiving the same configuration data.

Figure 8–15. Multi-Device PS Configuration When Both Devices Receive the Same Data

Notes to Figure 8–15:

(1) You must connect the pull-up resistor to a supply that provides an acceptable input signal for all devices in the chain. 
VCC must be high enough to meet the VIH specification of the I/O on the device and the external host.

(2) The nCEO pins of both devices are left unconnected or used as user I/O pins when configuring the same configuration 
data into multiple devices.

(3) The MSEL pin settings vary for different configuration voltage standards and POR time. To connect the MSEL pins, 
refer to Table 8–3 on page 8–8, Table 8–4 on page 8–8, and Table 8–5 on page 8–9. Connect the MSEL pins directly 
to VCCA or GND. 

(4) All I/O inputs must maintain a maximum AC voltage of 4.1 V. DATA[0] and DCLK must fit the maximum overshoot 
outlined in Equation 8–1 on page 8–5.

External Host
(MAX II Device or
Microprocessor)

Memory

ADDR
 Cyclone IV Master Device

nSTATUS
CONF_DONE

nCE nCEO

DATA[0]

GND

     MSEL[ ] 

DATA[0] (4)
nCONFIG
DCLK (4)

nSTATUS
CONF_DONE

nCE nCEO N.C. (2)

DATA[0] (4)
nCONFIG
DCLK (4)

Cyclone IV Slave Device

N.C. (2)

GND

(3)
     MSEL[ ]     (3)

Buffers (4)

10 k

VCCIO (1) VCCIO (1)

10 k
May 2013 Altera Corporation Cyclone IV Device Handbook,
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DCLK, DATA[7..0], and CONF_DONE) are connected to every device in the chain. 
Configuration signals may require buffering to ensure signal integrity and prevent 
clock skew problems. Ensure that the DCLK and DATA lines are buffered. All devices 
initialize and enter user mode at the same time, because all device CONF_DONE pins are 
tied together.

All nSTATUS and CONF_DONE pins are tied together and if any device detects an error, 
configuration stops for the entire chain and the entire chain must be reconfigured. For 
example, if the first device flags an error on nSTATUS, it resets the chain by pulling its 
nSTATUS pin low. This behavior is similar to a single device detecting an error.

Figure 8–21 shows multi-device FPP configuration when both Cyclone IV devices are 
receiving the same configuration data. Configuration pins (nCONFIG, nSTATUS, DCLK, 
DATA[7..0], and CONF_DONE) are connected to every device in the chain. Configuration 
signals may require buffering to ensure signal integrity and prevent clock skew 
problems. Ensure that the DCLK and DATA lines are buffered. Devices must be of the 
same density and package. All devices start and complete configuration at the same 
time. 

You can use a single configuration chain to configure Cyclone IV devices with other 
Altera devices that support FPP configuration. To ensure that all devices in the chain 
complete configuration at the same time or that an error flagged by one device starts 
reconfiguration in all devices, tie all the CONF_DONE and nSTATUS pins together.

f For more information about configuring multiple Altera devices in the same 
configuration chain, refer to Configuring Mixed Altera FPGA Chains in volume 2 of the 
Configuration Handbook.

Figure 8–21. Multi-Device FPP Configuration Using an External Host When Both Devices Receive 
the Same Data

Notes to Figure 8–21:

(1) You must connect the pull-up resistor to a supply that provides an acceptable input signal for all devices in the chain. 
VCC must be high enough to meet the VIH specification of the I/O on the device and the external host.

(2) The nCEO pins of both devices are left unconnected or used as user I/O pins when configuring the same configuration 
data into multiple devices.

(3) The MSEL pin settings vary for different configuration voltage standards and POR time. To connect the MSEL pins, 
refer to Table 8–4 on page 8–8 and Table 8–5 on page 8–9. Connect the MSEL pins directly to VCCA or GND. 

(4) All I/O inputs must maintain a maximum AC voltage of 4.1 V. DATA[7..0] and DCLK must fit the maximum overshoot 
outlined in Equation 8–1 on page 8–5.
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(MAX II Device or
Microprocessor)

Memory

ADDR
Cyclone IV Device 1

nSTATUS
CONF_DONE

nCE nCEO

DATA[7..0]

GND

VCCIO (1) VCCIO (1)

MSEL[3..0] MSEL[3..0]

DATA[7..0] (4)
nCONFIG
DCLK (4)

nSTATUS
CONF_DONE

nCE nCEO N.C. (2)

DATA[7..0] (4)
nCONFIG
DCLK (4)

Cyclone IV Device 2

(3)
(3)

GND

N.C. (2)

Buffers (4)

10 k 10 k
May 2013 Altera Corporation Cyclone IV Device Handbook,
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■ In AP configuration scheme, the only way to re-engage the AP controller is to issue 
the ACTIVE_ENGAGE instruction. In this case, asserting the nCONFIG pin does not re-
engage either active controller.

ACTIVE_ENGAGE

The ACTIVE_ENGAGE instruction allows you to re-engage a disengaged active controller. 
You can issue this instruction any time during configuration or user mode to re-
engage an already disengaged active controller, as well as trigger reconfiguration of 
the Cyclone IV device in the active configuration scheme.

The ACTIVE_ENGAGE instruction functions as the PULSE_NCONFIG instruction when the 
device is in the PS or FPP configuration schemes. The nCONFIG pin is disabled when 
the ACTIVE_ENGAGE instruction is issued.

1 Altera does not recommend using the ACTIVE_ENGAGE instruction, but it is provided as 
a fail-safe instruction for re-engaging the active configuration controller (AS and AP).

Overriding the Internal Oscillator

This feature allows you to override the internal oscillator during the active 
configuration scheme. The AS and AP configuration controllers use the internal 
oscillator as the clock source. You can change the clock source to CLKUSR through the 
JTAG instruction.

The EN_ACTIVE_CLK and DIS_ACTIVE_CLK JTAG instructions toggle on or off whether 
or not the active clock is sourced from the CLKUSR pin or the internal configuration 
oscillator. To source the active clock from the CLKUSR pin, issue the EN_ACTIVE_CLK 
instruction. This causes the CLKUSR pin to become the active clock source. When using 
the EN_ACTIVE_CLK instruction, you must enable the internal oscillator for the clock 
change to occur. By default, the configuration oscillator is disabled after configuration 
and initialization is complete as well as the device has entered user mode.

However, the internal oscillator is enabled in user mode by any of the following 
conditions:

■ A reconfiguration event (for example, driving the nCONFIG pin to go low)

■ Remote update is enabled

■ Error detection is enabled

1 When using the EN_ACTIVE_CLK and DIS_ACTIVE_CLK JTAG instructions to override 
the internal oscillator, you must clock the CLKUSR pin at two times the expected DCLK 
frequency. The CLKUSR pin allows a maximum frequency of 40 MHz (40 MHz DCLK). 

Normally, a test instrument uses the CLKUSR pin when it wants to drive its own clock 
to control the AS state machine.

To revert the clock source back to the configuration oscillator, issue the 
DIS_ACTIVE_CLK instruction. After you issue the DIS_ACTIVE_CLK instruction, you 
must continue to clock the CLKUSR pin for 10 clock cycles. Otherwise, even toggling the 
nCONFIG pin does not revert the clock source and reconfiguration does not occur. A 
POR reverts the clock source back to the configuration oscillator. Toggling the nCONFIG 
pin or driving the JTAG state machine to reset state does not revert the clock source.
Cyclone IV Device Handbook, May 2013 Altera Corporation
Volume 1
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Remote System Upgrade
Figure 8–31 shows the block diagrams to implement remote system upgrade in 
Cyclone IV devices.

The MSEL pin setting in the remote system upgrade mode is the same as the standard 
configuration mode. Standard configuration mode refers to normal Cyclone IV device 
configuration mode with no support for remote system upgrades (the remote system 
upgrade circuitry is disabled). When using remote system upgrade in Cyclone IV 
devices, you must enable the remote update mode option setting in the Quartus II 
software.

Enabling Remote Update
You can enable or disable remote update for Cyclone IV devices in the Quartus II 
software before design compilation (in the Compiler Settings menu). To enable remote 
update in the compiler settings of the project, perform the following steps:

1. On the Assignments menu, click Device. The Settings dialog box appears.

2. Click Device and Pin Options. The Device and Pin Options dialog box appears.

3. Click the Configuration tab.

4. From the Configuration Mode list, select Remote.

5. Click OK.

6. In the Settings dialog box, click OK.

Configuration Image Types
When using remote system upgrade, Cyclone IV device configuration bitstreams are 
classified as factory configuration images or application configuration images. An 
image, also referred to as a configuration, is a design loaded into the device that 
performs certain user-defined functions. Each device in your system requires one 
factory image or with addition of one or more application images. The factory image 
is a user-defined fall-back or safe configuration and is responsible for administering 
remote updates with the dedicated circuitry. Application images implement 
user-defined functionality in the target Cyclone IV device. You can include the default 
application image functionality in the factory image.

Figure 8–31. Remote System Upgrade Block Diagrams for AS and AP Configuration Schemes

Serial Configuration Device Supported Parallel Flash 

Nios Processor or User Logic

Cyclone IV Device

Nios Processor or User Logic

Cyclone IV E Device

Serial Configuration Device Parallel Flash Memory
Cyclone IV Device Handbook, May 2013 Altera Corporation
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■ In PCIe mode simulation, you must assert the tx_forceelecidle signal for at least 
one parallel clock cycle before transmitting normal data for correct simulation 
behavior.

Reference Information
For more information about some useful reference terms used in this chapter, refer to 
the links listed in Table 2–7.

Table 2–7. Reference Information 

Terms Used in this Chapter Useful Reference Points

Automatic Lock Mode page 2–8

Bonded channel configuration page 2–6

busy page 2–3

Dynamic Reconfiguration Reset Sequences page 2–19

gxb_powerdown page 2–3

LTD page 2–6

LTR page 2–6

Manual Lock Mode page 2–9

Non-Bonded channel configuration page 2–10

PCIe page 2–17

pll_locked page 2–3

pll_areset page 2–3

rx_analogreset page 2–2

rx_digitalreset page 2–2

rx_freqlocked page 2–3

tx_digitalreset page 2–2
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logical_channel_
address[n..0]

Input

Enabled by the ALTGX_RECONFIG MegaWizard Plug-In Manager when you enable the Use 
'logical_channel_address' port for Analog controls reconfiguration option in the Analog 
controls screen. 

The width of the logical_channel_address port depends on the value you set in the 
What is the number of channels controlled by the reconfig controller? option in the 
Reconfiguration settings screen. This port can be enabled only when the number of 
channels controlled by the dynamic reconfiguration controller is more than one. 

Number of channels controlled logical_channel_address
by the reconfiguration controller input port width

2  logical_channel_address[0]
3–4 logical_channel_address[1..0]
5–8 logical_channel_address[2..0]
9–16 logical_channel_address[3..0]

rx_tx_duplex_sel
[1..0]

Input

This is a 2-bit wide signal. You can select this in the Error checks screen.

The advantage of using this optional port is that it allows you to reconfigure only the 
transmitter portion of a channel, even if the channel configuration is duplex. 

For a setting of:

■ rx_tx_duplex_sel[1:0] = 2'b00—the transmitter and receiver portion of the 
channel is reconfigured.

■ rx_tx_duplex_sel[1:0] = 2'b01—the receiver portion of the channel is 
reconfigured.

■ rx_tx_duplex_sel[1:0] = 2'b10—the transmitter portion of the channel is 
reconfigured.

Table 3–2. Dynamic Reconfiguration Controller Port List (ALTGX_RECONFIG Instance) (Part 3 of 7)

Port Name Input/
Output Description
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Schmitt Trigger Input
Cyclone IV devices support Schmitt trigger input on the TDI, TMS, TCK, nSTATUS, 
nCONFIG, nCE, CONF_DONE, and DCLK pins. A Schmitt trigger feature introduces 
hysteresis to the input signal for improved noise immunity, especially for signals with 
slow edge rate. Table 1–14 lists the hysteresis specifications across the supported 
VCCIO range for Schmitt trigger inputs in Cyclone IV devices.

I/O Standard Specifications
The following tables list input voltage sensitivities (VIH and VIL), output voltage (VOH 
and VOL), and current drive characteristics (IOH and IOL), for various I/O standards 
supported by Cyclone IV devices. Table 1–15 through Table 1–20 provide the I/O 
standard specifications for Cyclone IV devices. 

Table 1–14. Hysteresis Specifications for Schmitt Trigger Input in Cyclone IV Devices

Symbol Parameter Conditions (V) Minimum Unit

VSCHMITT
Hysteresis for Schmitt trigger 
input

VCCIO = 3.3 200 mV

VCCIO = 2.5 200 mV

VCCIO = 1.8 140 mV

VCCIO = 1.5 110 mV

Table 1–15. Single-Ended I/O Standard Specifications for Cyclone IV Devices (1), (2) 

I/O Standard
VCCIO (V) VIL (V) VIH (V) VOL (V) VOH (V) IOL

(mA) 
(4)

IOH
(mA) 

(4)Min Typ Max Min Max Min Max Max Min

3.3-V LVTTL (3) 3.135 3.3 3.465 — 0.8 1.7 3.6 0.45 2.4 4 –4

3.3-V LVCMOS (3) 3.135 3.3 3.465 — 0.8 1.7 3.6 0.2 VCCIO – 0.2 2 –2

3.0-V LVTTL (3) 2.85 3.0 3.15 –0.3 0.8 1.7 VCCIO + 0.3 0.45 2.4 4 –4

3.0-V LVCMOS (3) 2.85 3.0 3.15 –0.3 0.8 1.7 VCCIO + 0.3 0.2 VCCIO – 0.2 0.1 –0.1

2.5 V (3) 2.375 2.5 2.625 –0.3 0.7 1.7 VCCIO + 0.3 0.4 2.0 1 –1

1.8 V 1.71 1.8 1.89 –0.3 0.35 x 
VCCIO

0.65 x 
VCCIO

2.25 0.45 VCCIO – 
0.45 2 –2

1.5 V 1.425 1.5 1.575 –0.3 0.35 x 
VCCIO

0.65 x 
VCCIO

VCCIO + 0.3 0.25 x 
VCCIO

0.75 x 
VCCIO

2 –2

1.2 V 1.14 1.2 1.26 –0.3 0.35 x 
VCCIO

0.65 x 
VCCIO

VCCIO + 0.3 0.25 x 
VCCIO

0.75 x 
VCCIO

2 –2

3.0-V PCI 2.85 3.0 3.15 — 0.3 x 
VCCIO

0.5 x 
VCCIO

VCCIO + 0.3 0.1 x VCCIO 0.9 x VCCIO 1.5 –0.5

3.0-V PCI-X 2.85 3.0 3.15 — 0.35 x 
VCCIO

0.5 x 
VCCIO

VCCIO + 0.3 0.1 x VCCIO 0.9 x VCCIO 1.5 –0.5

Notes to Table 1–15:

(1) For voltage-referenced receiver input waveform and explanation of terms used in Table 1–15, refer to “Glossary” on page 1–37.
(2) AC load CL = 10 pF
(3) For more information about interfacing Cyclone IV devices with 3.3/3.0/2.5-V LVTTL/LVCMOS I/O standards, refer to AN 447: Interfacing Cyclone III

and Cyclone IV Devices with 3.3/3.0/2.5-V LVTTL/LVCMOS I/O Systems.
(4) To meet the IOL and IOH specifications, you must set the current strength settings accordingly. For example, to meet the 3.3-V LVTTL specification (4

mA), set the current strength settings to 4 mA or higher. Setting at lower current strength may not meet the IOL and IOH specifications in the handbook
Cyclone IV Device Handbook, December 2016 Altera Corporation
Volume 3

http://www.altera.com/literature/an/an447.pdf
http://www.altera.com/literature/an/an447.pdf
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f For more information about the supported maximum clock rate, device and pin 
planning, IP implementation, and device termination, refer to Section III: System 
Performance Specifications of the External Memory Interface Handbook.

Table 1–37 lists the memory output clock jitter specifications for Cyclone IV devices.

Duty Cycle Distortion Specifications
Table 1–38 lists the worst case duty cycle distortion for Cyclone IV devices.

OCT Calibration Timing Specification
Table 1–39 lists the duration of calibration for series OCT with calibration at device 
power-up for Cyclone IV devices.

Table 1–37. Memory Output Clock Jitter Specifications for Cyclone IV Devices (1), (2)

Parameter Symbol Min Max Unit

Clock period jitter tJIT(per) –125 125 ps

Cycle-to-cycle period jitter tJIT(cc) –200 200 ps

Duty cycle jitter tJIT(duty) –150 150 ps

Notes to Table 1–37:

(1) Memory output clock jitter measurements are for 200 consecutive clock cycles, as specified in the JEDEC DDR2 
standard.

(2) The clock jitter specification applies to memory output clock pins generated using DDIO circuits clocked by a PLL 
output routed on a global clock (GCLK) network.

Table 1–38. Duty Cycle Distortion on Cyclone IV Devices I/O Pins (1), (2), (3)

Symbol
C6 C7, I7 C8, I8L, A7 C9L

Unit
Min Max Min Max Min Max Min Max

Output Duty Cycle 45 55 45 55 45 55 45 55 %

Notes to Table 1–38:

(1) The duty cycle distortion specification applies to clock outputs from the PLLs, global clock tree, and IOE driving the dedicated and general 
purpose I/O pins.

(2) Cyclone IV devices meet the specified duty cycle distortion at the maximum output toggle rate for each combination of I/O standard and current 
strength.

(3) Cyclone IV E 1.0 V core voltage devices only support C8L, C9L, and I8L speed grades. Cyclone IV E 1.2 V core voltage devices only support 
C6, C7, C8, I7, and A7 speed grades. Cyclone IV GX devices only support C6, C7, C8, and I7 speed grades.

Table 1–39. Timing Specification for Series OCT with Calibration at Device Power-Up for 
Cyclone IV Devices (1)

Symbol Description Maximum Units

tOCTCAL 
Duration of series OCT with 
calibration at device power-up 20 µs

Note to Table 1–39:

(1) OCT calibration takes place after device configuration and before entering user mode.
December 2016 Altera Corporation Cyclone IV Device Handbook,
Volume 3

http://www.altera.com/literature/hb/external-memory/emi_intro_specs.pdf
http://www.altera.com/literature/hb/external-memory/emi_intro_specs.pdf

