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5–14 Chapter 5: Clock Networks and PLLs in Cyclone IV Devices
Clock Networks
The inputs to the clock control blocks on each side of the Cyclone IV GX device must 
be chosen from among the following clock sources:

■ Four clock input pins

■ Ten PLL counter outputs (five from each adjacent PLLs)

■ Two, four, or six DPCLK pins from the top, bottom, and right sides of the device

■ Five signals from internal logic

Figure 5–4. Clock Networks and Clock Control Block Locations in Cyclone IV E Devices

Notes to Figure 5–4:
(1) There are five clock control blocks on each side.
(2) Only one of the corner CDPCLK pins in each corner can feed the clock control block at a time. You can use the other CDPCLK pins as 

general-purpose I/O (GPIO) pins.

(3) Dedicated clock pins can feed into this PLL. However, these paths are not fully compensated.
(4) PLL_3 and PLL_4 are not available in EP4CE6 and EP4CE10 devices.
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6–16 Chapter 6: I/O Features in Cyclone IV Devices
I/O Banks
I/O Banks
I/O pins on Cyclone IV devices are grouped together into I/O banks. Each bank has a 
separate power bus. 

Cyclone IV E devices have eight I/O banks, as shown in Figure 6–9. Each device I/O 
pin is associated with one I/O bank. All single-ended I/O standards are supported in 
all banks except HSTL-12 Class II, which is only supported in column I/O banks. All 
differential I/O standards are supported in all banks. The only exception is HSTL-12 
Class II, which is only supported in column I/O banks.

Cyclone IV GX devices have up to ten I/O banks and two configuration banks, as 
shown in Figure 6–10 on page 6–18 and Figure 6–11 on page 6–19. The Cyclone IV GX 
configuration I/O bank contains three user I/O pins that can be used as normal user 
I/O pins if they are not used in configuration modes. Each device I/O pin is 
associated with one I/O bank. All single-ended I/O standards are supported except 
HSTL-12 Class II, which is only supported in column I/O banks. All differential I/O 
standards are supported in top, bottom, and right I/O banks. The only exception is 
HSTL-12 Class II, which is only supported in column I/O banks.

The entire left side of the Cyclone IV GX devices contain dedicated high-speed 
transceiver blocks for high speed serial interface applications. There are a total of 2, 4, 
and 8 transceiver channels for Cyclone IV GX devices, depending on the density and 
package of the device. For more information about the transceiver channels 
supported, refer to Figure 6–10 on page 6–18 and Figure 6–11 on page 6–19.
Cyclone IV Device Handbook, March 2016 Altera Corporation
Volume 1



6–30 Chapter 6: I/O Features in Cyclone IV Devices
High-Speed I/O Standards Support
Designing with LVDS
Cyclone IV I/O banks support the LVDS I/O standard. The Cyclone IV GX right I/O 
banks support true LVDS transmitters while the Cyclone IV E left and right I/O banks 
support true LVDS transmitters. On the top and bottom I/O banks, the emulated 
LVDS transmitters are supported using two single-ended output buffers with external 
resistors. One of the single-ended output buffers is programmed to have opposite 
polarity. The LVDS receiver requires an external 100- termination resistor between 
the two signals at the input buffer. 

Figure 6–12 shows a point-to-point LVDS interface using Cyclone IV devices true 
LVDS output and input buffers.

Figure 6–13 shows a point-to-point LVDS interface with Cyclone IV devices LVDS 
using two single-ended output buffers and external resistors.

BLVDS I/O Standard Support in Cyclone IV Devices
The BLVDS I/O standard is a high-speed differential data transmission technology 
that extends the benefits of standard point-to-point LVDS to multipoint configuration 
that supports bidirectional half-duplex communication. BLVDS differs from standard 
LVDS by providing a higher drive to achieve similar signal swings at the receiver 
while loaded with two terminations at both ends of the bus. 

Figure 6–12. Cyclone IV Devices LVDS Interface with True Output Buffer on the Right I/O Banks
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Figure 6–13. LVDS Interface with External Resistor Network on the Top and Bottom I/O Banks (1)

Note to Figure 6–13: 
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6–34 Chapter 6: I/O Features in Cyclone IV Devices
High-Speed I/O Standards Support
LVPECL I/O Support in Cyclone IV Devices
The LVPECL I/O standard is a differential interface standard that requires a 2.5-V 
VCCIO. This standard is used in applications involving video graphics, 
telecommunications, data communications, and clock distribution. Cyclone IV 
devices support the LVPECL input standard at the dedicated clock input pins only. 
The LVPECL receiver requires an external 100- termination resistor between the two 
signals at the input buffer.

f For the LVPECL I/O standard electrical specification, refer to the Cyclone IV Device 
Datasheet chapter.

AC coupling is required when the LVPECL common mode voltage of the output 
buffer is higher than the Cyclone IV devices LVPECL input common mode voltage. 

Figure 6–18 shows the AC-coupled termination scheme. The 50- resistors used at the 
receiver are external to the device. DC-coupled LVPECL is supported if the LVPECL 
output common mode voltage is in the Cyclone IV devices LVPECL input buffer 
specification (refer to Figure 6–19).

Figure 6–19 shows the LVPECL DC-coupled termination.

Figure 6–18. LVPECL AC-Coupled Termination (1)

Note to Figure 6–18:

(1) The LVPECL AC-coupled termination is applicable only when an Altera FPGA transmitter is used.

Figure 6–19. LVPECL DC-Coupled Termination (1)

Note to Figure 6–19:

(1) The LVPECL DC-coupled termination is applicable only when an Altera FPGA transmitter is used.
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Chapter 6: I/O Features in Cyclone IV Devices 6–37
Design Guidelines
Figure 6–22 shows the Cyclone IV devices high-speed I/O timing budget.

f For more information, refer to the Cyclone IV Device Datasheet chapter.

Design Guidelines
This section provides guidelines for designing with Cyclone IV devices.

Differential Pad Placement Guidelines
To maintain an acceptable noise level on the VCCIO supply, you must observe some 
restrictions on the placement of single-ended I/O pins in relation to differential pads. 

1 For guidelines on placing single-ended pads with respect to differential pads in 
Cyclone IV devices, refer to “Pad Placement and DC Guidelines” on page 6–23.

Input jitter tolerance (peak-to-peak) — Allowed input jitter on the input clock to the PLL that is tolerable 
while maintaining PLL lock.

Output jitter (peak-to-peak) — Peak-to-peak output jitter from the PLL.

Note to Table 6–11:

(1) The TCCS specification applies to the entire bank of differential I/O as long as the SERDES logic is placed in the logic array block (LAB) adjacent 
to the output pins.

Table 6–11. High-Speed I/O Timing Definitions (Part 2 of 2)

Parameter Symbol Description

Figure 6–21. High-Speed I/O Timing Diagram

Sampling Window (SW)

Time Unit Interval (TUI)

RSKM TCCSRSKMTCCS

Internal Clock

External 
Input Clock

Receiver 
Input Data

Figure 6–22. Cyclone IV Devices High-Speed I/O Timing Budget  (1)

Note to Figure 6–22:
(1) The equation for the high-speed I/O timing budget is:

Internal Clock Period

RSKM      0.5 × TCCS RSKM      0.5 × TCCSSW

eriod 0.5 TCCS RSKM SW RSKM 0.5 TCCS+ + + +=
March 2016 Altera Corporation Cyclone IV Device Handbook,
Volume 1
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7–6 Chapter 7: External Memory Interfaces in Cyclone IV Devices
Cyclone IV Devices Memory Interfaces Pin Support
EP4CE22

144-pin EQFP

Left 0 0 0 0 — —

Right 0 0 0 0 — —

Bottom (1), (3) 1 0 0 0 — —

Top (1), (4) 1 0 0 0 — —

256-pin UBGA

Left (1) 1 1 0 0 — —

Right (2) 1 1 0 0 — —

Bottom 2 2 1 1 — —

Top 2 2 1 1 — —

256-pin FBGA

Left (1) 1 1 0 0 — —

Right (2) 1 1 0 0 — —

Bottom 2 2 1 1 — —

Top 2 2 1 1 — —

EP4CE30 324-pin FBGA

Left (1) 2 2 1 1 0 0

Right (2) 2 2 1 1 0 0

Bottom 2 2 1 1 0 0

Top 2 2 1 1 0 0

EP4CE30

EP4CE115

484-pin FBGA

Left 4 4 2 2 1 1

Right 4 4 2 2 1 1

Bottom 4 4 2 2 1 1

Top 4 4 2 2 1 1

780-pin FBGA

Left 4 4 2 2 1 1

Right 4 4 2 2 1 1

Bottom 6 6 2 2 1 1

Top 6 6 2 2 1 1

EP4CE40 324-pin FBGA

Left 2 2 1 1 0 0

Right 2 2 1 1 0 0

Bottom 2 2 1 1 0 0

Top 2 2 1 1 0 0

Table 7–2. Cyclone IV E Device DQS and DQ Bus Mode Support for Each Side of the Device (Part 2 of 3)

Device Package Side
Number 

×8 
Groups

Number 
×9 

Groups

Number 
×16 

Groups

Number 
×18 

Groups

Number 
×32 

Groups

Number 
×36 

Groups
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7–12 Chapter 7: External Memory Interfaces in Cyclone IV Devices
Cyclone IV Devices Memory Interfaces Features
In Cyclone IV devices, the DM pins are preassigned in the device pinouts. The 
Quartus II Fitter treats the DQ and DM pins in a DQS group equally for placement 
purposes. The preassigned DQ and DM pins are the preferred pins to use.

Some DDR2 SDRAM and DDR SDRAM devices support error correction coding 
(ECC), a method of detecting and automatically correcting errors in data 
transmission. In 72-bit DDR2 or DDR SDRAM, there are eight ECC pins and 64 data 
pins. Connect the DDR2 and DDR SDRAM ECC pins to a separate DQS or DQ group in 
Cyclone IV devices. The memory controller needs additional logic to encode and 
decode the ECC data.

Address and Control/Command Pins
The address signals and the control or command signals are typically sent at a single 
data rate. You can use any of the user I/O pins on all I/O banks of Cyclone IV devices 
to generate the address and control or command signals to the memory device.

1 Cyclone IV devices do not support QDR II SRAM in the burst length of two.

Memory Clock Pins
In DDR2 and DDR SDRAM memory interfaces, the memory clock signals (CK and 
CK#) are used to capture the address signals and the control or command signals. 
Similarly, QDR II SRAM devices use the write clocks (K and K#) to capture the 
address and command signals. The CK/CK# and K/K# signals are generated to 
resemble the write-data strobe using the DDIO registers in Cyclone IV devices.

1 CK/CK# pins must be placed on differential I/O pins (DIFFIO in Pin Planner) and in 
the same bank or on the same side as the data pins. You can use either side of the 
device for wraparound interfaces. As seen in the Pin Planner Pad View, CK0 cannot be 
located in the same row and column pad group as any of the interfacing DQ pins.

f For more information about memory clock pin placement, refer to Volume 2: Device, 
Pin, and Board Layout Guidelines of the External Memory Interface Handbook.

Cyclone IV Devices Memory Interfaces Features
This section discusses Cyclone IV memory interfaces, including DDR input registers, 
DDR output registers, OCT, and phase-lock loops (PLLs).

DDR Input Registers
The DDR input registers are implemented with three internal logic element (LE) 
registers for every DQ pin. These LE registers are located in the logic array block (LAB) 
adjacent to the DDR input pin. 
Cyclone IV Device Handbook, March 2016 Altera Corporation
Volume 1
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8–50 Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices
Configuration
When programming a JTAG device chain, one JTAG-compatible header is connected 
to several devices. The number of devices in the JTAG chain is limited only by the 
drive capability of the download cable. When four or more devices are connected in a 
JTAG chain, Altera recommends buffering the TCK, TDI, and TMS pins with an on-board 
buffer.

JTAG-chain device programming is ideal when the system contains multiple devices, 
or when testing your system with JTAG BST circuitry. Figure 8–25 and Figure 8–26 
show multi-device JTAG configuration.

For devices using 2.5-, 3.0-, and 3.3-V VCCIO supply, you must refer to Figure 8–25. All 
I/O inputs must maintain a maximum AC voltage of 4.1 V because JTAG pins do not 
have the internal PCI clamping diodes to prevent voltage overshoot when using 2.5-, 
3.0-, and 3.3- V VCCIO supply. You must power up the VCC of the download cable with 
a 2.5-V VCCA supply. For device using VCCIO of 1.2, 1.5 V, and 1.8 V, refer to 
Figure 8–26. You can power up the VCC of the download cable with the supply from 
VCCIO.

Figure 8–25. JTAG Configuration of Multiple Devices Using a Download Cable (2.5, 3.0, and 3.3-V VCCIO Powering the 
JTAG Pins)

Notes to Figure 8–25:

(1) Connect these pull-up resistors to the VCCIO supply of the bank in which the pin resides.
(2) Connect the nCONFIG and MSEL pins to support a non-JTAG configuration scheme. If you only use a JTAG configuration, connect the nCONFIG 

pin to logic-high and the MSEL pins to GND. In addition, pull DCLK and DATA[0] to either high or low, whichever is convenient on your board.
(3) Pin 6 of the header is a VIO reference voltage for the MasterBlaster output driver. VIO must match the VCCA of the device. For this value, refer to the 

MasterBlaster Serial/USB Communications Cable User Guide. In the ByteBlasterMV cable, this pin is a no connect. In the USB-Blaster and 
ByteBlaster II cables, this pin is connected to nCE when it is used for AS programming, otherwise it is a no connect.

(4) You must connect the nCE pin to GND or driven low for successful JTAG configuration.
(5) Power up the VCC of the ByteBlaster II, USB-Blaster, or ByteBlasterMV cable with a 2.5-V supply from VCCA. Third-party programmers must switch 

to 2.5 V. Pin 4 of the header is a VCC power supply for the MasterBlaster cable. The MasterBlaster cable can receive power from either 5.0- or 3.3-V 
circuit boards, DC power supply, or 5.0 V from the USB cable. For this value, refer to the MasterBlaster Serial/USB Communications Cable User 
Guide.

(6) Resistor value can vary from 1 k to 10 k.
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Chapter 9: SEU Mitigation in Cyclone IV Devices 9–5
Error Detection Timing
Table 9–4 defines the registers shown in Figure 9–1.

Error Detection Timing
When the error detection CRC feature is enabled through the Quartus II software, the 
device automatically activates the CRC process upon entering user mode after 
configuration and initialization is complete. 

The CRC_ERROR pin is driven low until the error detection circuitry detects a corrupted 
bit in the previous CRC calculation. After the pin goes high, it remains high during 
the next CRC calculation. This pin does not log the previous CRC calculation. If the 
new CRC calculation does not contain any corrupted bits, the CRC_ERROR pin is driven 
low. The error detection runs until the device is reset.

The error detection circuitry runs off an internal configuration oscillator with a divisor 
that sets the maximum frequency.

Table 9–5 lists the minimum and maximum error detection frequencies.

You can set a lower clock frequency by specifying a division factor in the Quartus II 
software (for more information, refer to “Software Support”). The divisor is a power 
of two (2), where n is between 0 and 8. The divisor ranges from one through 256. Refer 
to Equation 9–1.

CRC calculation time depends on the device and the error detection clock frequency.

Table 9–4. Error Detection Registers

Register Function

32-bit signature 
register

This register contains the CRC signature. The signature register contains the result of the user 
mode calculated CRC value compared against the pre-calculated CRC value. If no errors are 
detected, the signature register is all zeros. A non-zero signature register indicates an error in the 
configuration CRAM contents.

The CRC_ERROR signal is derived from the contents of this register.

32-bit storage register

This register is loaded with the 32-bit pre-computed CRC signature at the end of the configuration 
stage. The signature is then loaded into the 32-bit CRC circuit (called the Compute and Compare 
CRC block, as shown in Figure 9–1) during user mode to calculate the CRC error. This register 
forms a 32-bit scan chain during execution of the CHANGE_EDREG JTAG instruction. The 
CHANGE_EDREG JTAG instruction can change the content of the storage register. Therefore, the 
functionality of the error detection CRC circuitry is checked in-system by executing the instruction 
to inject an error during the operation. The operation of the device is not halted when issuing the 
CHANGE_EDREG instruction.

Table 9–5. Minimum and Maximum Error Detection Frequencies for Cyclone IV Devices

 Error Detection 
Frequency

Maximum Error 
Detection Frequency

Minimum Error 
Detection Frequency Valid Divisors (2n)

80 MHz/2n 80 MHz 312.5 kHz 0, 1, 2, 3, 4, 5, 6, 7, 8

Equation 9–1.

rror detection frequency  80 MH

2n
-------------------=
May 2013 Altera Corporation Cyclone IV Device Handbook,
Volume 1



Chapter 10: JTAG Boundary-Scan Testing for Cyclone IV Devices 10–5
I/O Voltage Support in a JTAG Chain
EXTEST_PULSE
The instruction code for EXTEST_PULSE is 0010001111. The EXTEST_PULSE instruction 
generates three output transitions:

■ Driver drives data on the falling edge of TCK in UPDATE_IR/DR.

■ Driver drives inverted data on the falling edge of TCK after entering the 
RUN_TEST/IDLE state.

■ Driver drives data on the falling edge of TCK after leaving the RUN_TEST/IDLE 
state.

1 If you use DC-coupling on HSSI signals, you must execute the EXTEST instruction. If 
you use AC-coupling on HSSI signals, you must execute the EXTEST_PULSE 
instruction. AC-coupled and DC-coupled HSSI are only supported in 
post-configuration mode.

EXTEST_TRAIN
The instruction code for EXTEST_TRAIN is 0001001111. The EXTEST_TRAIN instruction 
behaves the same as the EXTEST_PULSE instruction with one exception. The output 
continues to toggle on the TCK falling edge as long as the test access port (TAP) 
controller is in the RUN_TEST/IDLE state.

1 These two instruction codes are only supported in post-configuration mode for 
Cyclone IV GX devices.

1 When you perform JTAG boundary-scan testing before configuration, the nCONFIG pin 
must be held low.

I/O Voltage Support in a JTAG Chain 
A Cyclone IV device operating in BST mode uses four required pins: TDI, TDO, TMS, 
and TCK. The TDO output pin and all JTAG input pins are powered by the VCCIO power 
supply of I/O Banks (I/O Bank 9 for Cyclone IV GX devices and I/O Bank 1 for 
Cyclone IV E devices).

A JTAG chain can contain several different devices. However, you must use caution if 
the chain contains devices that have different VCCIO levels. The output voltage level of 
the TDO pin must meet the specification of the TDI pin it drives. For example, a device 
with a 3.3-V TDO pin can drive a device with a 5.0-V TDI pin because 3.3 V meets the 
minimum TTL-level VIH for the 5.0-V TDI pin.

1 For multiple devices in a JTAG chain with the 3.0-V/3.3-V I/O standard, you must 
connect a 25- series resistor on a TDO pin driving a TDI pin.

You can also interface the TDI and TDO lines of the devices that have different VCCIO 
levels by inserting a level shifter between the devices. If possible, the JTAG chain 
should have a device with a higher VCCIO level driving a device with an equal or 
lower VCCIO level. This way, a level shifter may be required only to shift the TDO level 
to a level acceptable to the JTAG tester.
December 2013 Altera Corporation Cyclone IV Device Handbook,
Volume 1



1–14 Chapter 1: Cyclone IV Transceivers Architecture
Receiver Channel Datapath

Cyclone IV Device Handbook, February 2015 Altera Corporation
Volume 2

■ Programmable equalization—boosts the high-frequency gain of the incoming 
signal up to 7 dB. This compensates for the low-pass filter effects of the 
transmission media. The amount of high-frequency gain required depends on the 
loss characteristics of the physical medium.

■ Programmable DC gain—provides equal boost to incoming signal across the 
frequency spectrum with DC gain settings up to 6 dB.

■ Programmable differential OCT—provides calibrated OCT at 100  or 150 with 
on-chip receiver common mode voltage at 0.82 V. The common mode voltage is tri-
stated when you disable the OCT to use external termination.

■ Offset cancellation—corrects the analog offset voltages that might exist from 
process variations between the positive and negative differential signals in the 
equalizer stage and CDR circuit.

■ Signal detection—detects if the signal level present at the receiver input buffer is 
higher than the threshold with a built-in signal threshold detection circuitry. The 
circuitry has a hysteresis response that filters out any high-frequency ringing 
caused by ISI effects or high-frequency losses in the transmission medium. 
Detection is indicated by the assertion of the rx_signaldetect signal. Signal 
detection is only supported when 8B/10B encoder/decoder block is enabled. 
When not supported, the rx_signaldetect signal is forced high, bypassing the 
signal detection function.

1 Disable OCT to use external termination if the link requires a 85  termination, such 
as when you are interfacing with certain PCIe Gen1 or Gen2 capable devices. 

f For specifications on programmable equalization and DC gain settings, refer to the 
Cyclone IV Device Data Sheet.

http://www.altera.com/literature/hb/cyclone-iv/cyiv-53001.pdf


Chapter 1: Cyclone IV Transceivers Architecture 1–19
Receiver Channel Datapath

February 2015 Altera Corporation Cyclone IV Device Handbook,
Volume 2

Bit-Slip Mode

In bit-slip mode, the rx_bitslip port controls the word aligner operation. At every 
rising edge of the rx_bitslip signal, the bit-slip circuitry slips one bit into the 
received data stream, effectively shifting the word boundary by one bit. When the 
received data after bit-slipping matches the programmed word alignment pattern, the 
rx_patterndetect signal is driven high for one parallel clock cycle.

1 You can implement a bit-slip controller in the user logic that monitors either the 
rx_patterndetect signal or the receiver data output (rx_dataout), and controls the 
rx_bitslip port to achieve word alignment.

Figure 1–18 shows an example of the word aligner configured in bit-slip mode. For 
this example, consider that 8'b11110000 is received back-to-back and 
16'b0000111100011110 is specified as the word alignment pattern. A rising edge on the 
rx_bitslip signal at time n + 1 slips a single bit 0 at the MSB position, forcing the 
rx_dataout to 8'b01111000. Another rising edge on the rx_bitslip signal at time n + 5 
forces rx_dataout to 8'b00111100. Another rising edge on the rx_bitslip signal at time 
n + 9 forces rx_dataout to 8'b00011110. Another rising edge on the rx_bitslip signal 
at time n + 13 forces the rx_dataout to 8'b00001111. At this instance, rx_dataout in 
cycles n + 12 and n + 13 is 8'b00011110 and 8'b00001111, respectively, which matches 
the specified 16-bit alignment pattern 16'b0000111100011110. This results in the 
assertion of the rx_patterndetect signal.

Automatic Synchronization State Machine Mode

In automatic synchronization state machine mode, the word aligner achieves 
synchronization after receiving a specific number of synchronization code groups, 
and falls out of synchronization after receiving a specific number of erroneous code 
groups. This mode provides hysteresis during link synchronization, which is required 
by protocols such as PCIe, GbE, XAUI, and Serial RapidIO.

1 This mode is only supported using the 8B/10B encoded data with 10-bit input to the 
word aligner.

Figure 1–18. Word Aligner Configured in Bit-Slip Mode
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The CDR unit in each receiver channel gets the CDR clocks from one of the two 
multipurpose PLLs directly adjacent to the transceiver block. The CDR clocks 
distribution network is segmented by bidirectional tri-state buffers as shown in 
Figure 1–29 and Figure 1–30. This requires the CDR clocks from either one of the two 
multipurpose PLLs to drive a number of contiguous segmented paths to reach the 
intended receiver channel. Interleaving the CDR clocks from the two multipurpose 
PLLs is not supported. 

For example, based on Figure 1–29, a combination of MPLL_1 driving receiver channels 
0, 1, and 3, while MPLL_2 driving receiver channel 2 is not supported. In this case, only 
one multipurpose PLL can be used for the receiver channels.

Figure 1–29. CDR Clocking for Transceiver Channels in F324 and Smaller Packages

Note to Figure 1–29:

(1) Transceiver channels 2 and 3 are not available for devices in F169 and smaller packages.

Figure 1–30. CDR Clocking for Transceiver Channels in F484 and Larger Packages
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The calibration block internally generates a constant internal reference voltage, 
independent of PVT variations and uses this voltage and the external reference 
resistor on the RREF pin to generate constant reference currents. The OCT calibration 
circuit calibrates the OCT resistors present in the transceiver channels. Figure 1–41 
shows the calibration block diagram.

PCI-Express Hard IP Block
Figure 1–42 shows the block diagram of the PCIe hard IP block implementing the 
PHY MAC, Data Link Layer, and Transaction Layer for PCIe interfaces. The PIPE 
interface is used as the interface between the transceiver and the hard IP block. 

Figure 1–41. Input Signals to the Calibration Blocks (1)

Notes to Figure 1–41:

(1) All transceiver channels use the same calibration block clock and power down signals.
(2) Connect a 2 k (tolerance max ± 1%) external resistor to the RREF pin to ground. The RREF resistor connection in 

the board must be free from any external noise.
(3) Supports up to 125 MHz clock frequency. Use either dedicated global clock or divide-down logic from the FPGA fabric 

to generate a slow clock on the local clock routing.
(4) The calibration block restarts the calibration process following deassertion of the cal_blk_powerdown signal.
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Figure 1–42. PCI Express Hard IP High-Level Block Diagram 
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Basic Mode
The Cyclone IV GX transceiver channel datapath is highly flexible in Basic mode to 
implement proprietary protocols. SATA, V-by-One, and Display Port protocol 
implementations in Cyclone IV GX transceiver are supported with Basic mode. 
Figure 1–44 shows the transceiver channel datapath supported in Basic mode.

Deterministic 
Latency

Proprietary, CPRI, 
OBSAI

TX PLL phase frequency detector (PFD) feedback, 
registered mode FIFO, TX bit-slip control

“Deterministic Latency 
Mode” on page 1–73

SDI SDI High-speed SERDES, CDR “SDI Mode” on 
page 1–76

Table 1–14. Transceiver Functional Modes for Protocol Implementation (Part 2 of 2)

Functional Mode Protocol Key Feature Reference

Figure 1–44. Transceiver Channel Datapath in Basic Mode
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Figure 1–57 shows an example of even numbers of /Dx.y/ between the last 
automatically sent /K28.5/ and the first user-sent /K28.5/. The first user-sent 
/K28.5/ code group received at an odd code group boundary in cycle n + 3 takes the 
receiver synchronization state machine in Loss-of-Sync state. The first 
synchronization ordered-set /K28.5/Dx.y/ in cycles n + 3 and n + 4 is discounted and 
three additional ordered sets are required for successful synchronization.

Running Disparity Preservation with Idle Ordered Set
During idle ordered sets transmission in GIGE mode, the transmitter ensures a 
negative running disparity at the end of an idle ordered set. Any /Dx.y/, except for 
/D21.5/ (part of /C1/ ordered set) or /D2.2/ (part of /C2/ ordered set) following a 
/K28.5/ is automatically replaced with either of the following:

■ A /D5.6/ (/I1/ ordered set) if the running disparity before /K28.5/ is positive

■ A /D16.2/ (/I2/ ordered set) if the running disparity before /K28.5/ is negative

Lane Synchronization
In GIGE mode, the word aligner is configured in automatic synchronization state 
machine mode that complies with the IEEE P802.3ae standard. A synchronization 
ordered set is a /K28.5/ code group followed by an odd number of valid /Dx.y/ code 
groups. Table 1–19 lists the synchronization state machine parameters that 
implements the GbE-compliant synchronization.

Figure 1–57. Example of Reset Condition in GIGE Mode

tx_digitalreset

clock

n n + 1 n + 2 n + 3 n + 4

tx_dataout K28.5 xxx K28.5 K28.5 Dx.y Dx.y K28.5 Dx.yK28.5 K28.5 Dx.y K28.5 Dx.y

Table 1–19. Synchronization State Machine Parameters (1)

Parameter Value

Number of valid synchronization ordered sets received to achieve 
synchronization 3

Number of erroneous code groups received to lose synchronization 4

Number of continuous good code groups received to reduce the error count by 
one 4

Note to Table 1–19:

(1) The word aligner supports 7-bit and 10-bit pattern lengths in GIGE mode.
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Figure 1–69 shows the transceiver configuration in SDI mode.

1 Altera recommends driving rx_bitslip port low in configuration where low-latency 
PCS is not enabled. In SDI systems, the word alignment and framing occurs after de-
scrambling, which is implemented in the user logic. The word alignment therefore is 
not useful, and keeping rx_bitslip port low avoids the word aligner from inserting 
bits in the received data stream.

Loopback
Cyclone IV GX devices provide three loopback options that allow you to verify the 
operation of different functional blocks in the transceiver channel. The following 
loopback modes are available:

■ reverse parallel loopback (available only for PIPE mode) 

■ serial loopback (available for all modes except PIPE mode)

■ reverse serial loopback (available for all modes except XAUI mode)

1 In each loopback mode, all transmitter buffer and receiver buffer settings are available 
if the buffers are active, unless stated otherwise.

Figure 1–69. Transceiver Configuration in SDI Mode 
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Table 1–27. Receiver Ports in ALTGX Megafunction for Cyclone IV GX (Part 1 of 3)

Block Port Name Input/
Output Clock Domain Description

RX PCS

rx_syncstatus Output

Synchronous to tx_clkout (non-
bonded modes with rate match 
FIFO), rx_clkout (non-bonded 
modes without rate match FIFO), 
coreclkout (bonded modes), or 
rx_coreclk (when using the 
optional rx_coreclk input) 

Word alignment synchronization status indicator. This 
signal passes through the RX Phase Compensation FIFO. 

■ Not available in bit-slip mode

rx_patternde
tect Output

Synchronous to tx_clkout (non-
bonded modes with rate match 
FIFO), rx_clkout (non-bonded 
modes without rate match FIFO), 
coreclkout (bonded modes), or 
rx_coreclk (when using the 
optional rx_coreclk input)

Indicates when the word alignment logic detects the 
alignment pattern in the current word boundary. This 
signal passes through the RX Phase Compensation FIFO. 

rx_bitslip Input
Asynchronous signal. Minimum 
pulse width is two
parallel clock cycles.

Bit-slip control for the word aligner configured in bit-slip 
mode.

■ At every rising edge, word aligner slips one bit into 
the received data stream, effectively shifting the word 
boundary by one bit.

rx_rlv Output

Asynchronous signal. Driven for a 
minimum of two recovered clock 
cycles in configurations without 
byte serializer and a minimum of 
three recovered clock cycles in 
configurations with byte serializer.

Run-length violation indicator. 

■ A high pulse indicates that the number of consecutive 
1s or 0s in the received data stream exceeds the 
programmed run length violation threshold.

rx_invpolarity Input
Asynchronous signal. Minimum 
pulse width is two parallel clock 
cycles.

Generic receiver polarity inversion control. 

■ A high level to invert the polarity of every bit of the 8- 
or 10-bit data to the word aligner.

rx_enapattern
align Input Asynchronous signal. Controls the word aligner operation configured in 

manual alignment mode.

rx_rmfifodata
inserted Output

Synchronous to tx_clkout 
(non-bonded modes) or 
coreclkout (bonded modes)

Rate match FIFO insertion status indicator. 

■ A high level indicates the rate match pattern byte is 
inserted to compensate for the ppm difference in the 
reference clock frequencies between the upstream 
transmitter and the local receiver.

rx_rmfifodata
deleted Output

Synchronous to tx_clkout 
(non-bonded modes) or 
coreclkout (bonded modes)

Rate match FIFO deletion status indicator. 

■ A high level indicates the rate match pattern byte is 
deleted to compensate for the ppm difference in the 
reference clock frequencies between the upstream 
transmitter and the local receiver.
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pipestatus Output N/A

PIPE receiver status port.

■ Signal is 3 bits wide and is encoded as follows:

■ 3'b000: Received data OK

■ 3'b001: one SKP symbol added

■ 3'b010: one SKP symbol removed

■ 3'b011: Receiver detected

■ 3'b100: 8B/10B decoder error

■ 3'b101: Elastic buffer overflow

■ 3'b110: Elastic buffer underflow

■ 3'b111: Received disparity error

rx_elecidleinfersel Input N/A Controls the electrical idle inference mechanism as specified in 
Table 1–17 on page 1–57

Note to Table 1–28:

(1) For equivalent signals defined in PIPE 2.00 specification, refer to Table 1–15 on page 1–54.

Table 1–28. PIPE Interface Ports in ALTGX Megafunction for Cyclone IV GX (1) (Part 2 of 2)

Port Name Input/
Output Clock Domain Description

Table 1–29. Multipurpose PLL, General Purpose PLL and Miscellaneous Ports in ALTGX Megafunction for 
Cyclone IV GX (Part 1 of 2)

Block Port Name Input/
Output Clock Domain Description

PLL

pll_inclk Input Clock signal

Input reference clock for the PLL (multipurpose PLL or 
general purpose PLL) used by the transceiver instance. When 
configured with the transmitter and receiver channel 
configuration in Deterministic Latency mode, multiple 
pll_inclk ports are available as follows.

Configured with PLL PFD feedback—x is the number of 
channels selected:

■ pll_inclk[x-1..0] are input reference clocks for each 
transmitter in the transceiver instance

■ pll_inclk[x+1..x] are input reference clocks for 
receivers in the transceiver instance

Configured without PLL PFD feedback:

■ pll_inclk[0] is input reference clock for transmitters in 
the transceiver instance

■ pll_inclk[1] is input reference clock for receivers in the 
transceiver instance

pll_locked Output Asynchronous signal PLL (used by the transceiver instance) lock indicator.

pll_areset Input Asynchronous signal

PLL (used by the transceiver instance) reset. 

■ When asserted, the PLL is kept in reset state.

■ When deasserted, the PLL is active and locks to the input 
reference clock.

coreclkout Output Clock signal FPGA fabric-transceiver interface clock in bonded modes.
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