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are advanced integrated circuits that offer unparalleled
flexibility and performance for digital systems. Unlike
traditional fixed-function logic devices, FPGAs can be
programmed and reprogrammed to execute a wide array
of logical operations, enabling customized functionality
tailored to specific applications. This reprogrammability
allows developers to iterate designs quickly and implement
complex functions without the need for custom hardware.

Applications of Embedded - FPGAs

The versatility of Embedded - FPGAs makes them
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FPGAs are used for high-speed data processing and
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without power and enabling faster start-up times. Antifuse-
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programmable solution, ensuring robust security and
reliability for critical systems. Each type of FPGA brings
distinct advantages, making the choice dependent on the
specific needs of the application.
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2. Logic Elements and Logic Array Blocks
in Cyclone IV Devices
This chapter contains feature definitions for logic elements (LEs) and logic array 
blocks (LABs). Details are provided on how LEs work, how LABs contain groups of 
LEs, and how LABs interface with the other blocks in Cyclone® IV devices.

Logic Elements
Logic elements (LEs) are the smallest units of logic in the Cyclone IV device 
architecture. LEs are compact and provide advanced features with efficient logic 
usage. Each LE has the following features:

■ A four-input look-up table (LUT), which can implement any function of four 
variables

■ A programmable register

■ A carry chain connection

■ A register chain connection

■ The ability to drive the following interconnects:

■ Local

■ Row

■ Column

■ Register chain

■ Direct link

■ Register packing support

■ Register feedback support
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Notes to Table 5–3:

(1) EP4CE6 and EP4CE10 devices only have GCLK networks 0 to 9.
(2) These pins apply to all Cyclone IV E devices except EP4CE6 and EP4CE10 devices.
(3) EP4CE6 and EP4CE10 devices only have PLL_1 and PLL_2.
(4) This pin applies only to EP4CE6 and EP4CE10 devices.
(5) Only one of the two CDPCLK pins can feed the clock control block. You can use the other pin as a regular I/O pin.

Table 5–3. GCLK Network Connections for Cyclone IV E Devices (1) (Part 3 of 3)

GCLK Network Clock 
Sources

GCLK Networks 

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14



Chapter 6: I/O Features in Cyclone IV Devices 6–37
Design Guidelines
Figure 6–22 shows the Cyclone IV devices high-speed I/O timing budget.

f For more information, refer to the Cyclone IV Device Datasheet chapter.

Design Guidelines
This section provides guidelines for designing with Cyclone IV devices.

Differential Pad Placement Guidelines
To maintain an acceptable noise level on the VCCIO supply, you must observe some 
restrictions on the placement of single-ended I/O pins in relation to differential pads. 

1 For guidelines on placing single-ended pads with respect to differential pads in 
Cyclone IV devices, refer to “Pad Placement and DC Guidelines” on page 6–23.

Input jitter tolerance (peak-to-peak) — Allowed input jitter on the input clock to the PLL that is tolerable 
while maintaining PLL lock.

Output jitter (peak-to-peak) — Peak-to-peak output jitter from the PLL.

Note to Table 6–11:

(1) The TCCS specification applies to the entire bank of differential I/O as long as the SERDES logic is placed in the logic array block (LAB) adjacent 
to the output pins.

Table 6–11. High-Speed I/O Timing Definitions (Part 2 of 2)

Parameter Symbol Description

Figure 6–21. High-Speed I/O Timing Diagram

Sampling Window (SW)

Time Unit Interval (TUI)

RSKM TCCSRSKMTCCS

Internal Clock

External 
Input Clock

Receiver 
Input Data

Figure 6–22. Cyclone IV Devices High-Speed I/O Timing Budget  (1)

Note to Figure 6–22:
(1) The equation for the high-speed I/O timing budget is:

Internal Clock Period

RSKM      0.5 × TCCS RSKM      0.5 × TCCSSW

eriod 0.5 TCCS RSKM SW RSKM 0.5 TCCS+ + + +=
March 2016 Altera Corporation Cyclone IV Device Handbook,
Volume 1
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7–10 Chapter 7: External Memory Interfaces in Cyclone IV Devices
Cyclone IV Devices Memory Interfaces Pin Support
Figure 7–5 shows the location and numbering of the DQS, DQ, or CQ# pins in the 
Cyclone IV E device I/O banks.

Figure 7–5. DQS, CQ, or CQ# Pins in Cyclone IV E I/O Banks (1)

Note to Figure 7–5:

(1) The DQS, CQ, or CQ# pin locations in this diagram apply to all packages in Cyclone IV E devices except devices in 
144-pin EQFP.
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Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices 8–3
Configuration
3. Click the Configuration tab.

4. Turn on Generate compressed bitstreams.

5. Click OK.

6. In the Settings dialog box, click OK.

You can enable compression when creating programming files from the Convert 
Programming Files dialog box. To enable compression, perform the following steps:

1. On the File menu, click Convert Programming Files.

2. Under Output programming file, select your desired file type from the 
Programming file type list.

3. If you select Programmer Object File (.pof), you must specify the configuration 
device in the Configuration device list.

4. Under Input files to convert, select SOF Data.

5. Click Add File to browse to the Cyclone IV device SRAM object files (.sof).

6. In the Convert Programming Files dialog box, select the .pof you added to SOF 
Data and click Properties.

7. In the SOF File Properties dialog box, turn on the Compression option.

When multiple Cyclone IV devices are cascaded, you can selectively enable the 
compression feature for each device in the chain. Figure 8–1 shows a chain of two 
Cyclone IV devices. The first device has compression enabled and receives 
compressed bitstream from the configuration device. The second device has the 
compression feature disabled and receives uncompressed data. You can generate 
programming files for this setup in the Convert Programming Files dialog box.

Configuration Requirement
This section describes Cyclone IV device configuration requirement and includes the 
following topics:

■ “Power-On Reset (POR) Circuit” on page 8–4

■ “Configuration File Size” on page 8–4

■ “Power Up” on page 8–6

Figure 8–1. Compressed and Uncompressed Configuration Data in the Same Configuration File

nCE

GND

nCEO

Decompression
Controller

Cyclone IV  
Device

nCE nCEO Not Connected (N.C.)

Cyclone IV  
Device

Serial Configuration
Device

Serial Data

Compressed UncompressedVCC

10 kΩ
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8–36 Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices
Configuration
PS Configuration Timing
A PS configuration must meet the setup and hold timing parameters and the 
maximum clock frequency. When using a microprocessor or another intelligent host 
to control the PS interface, ensure that you meet these timing requirements. 
Figure 8–16 shows the timing waveform for PS configuration when using an external 
host device.

Table 8–12 lists the PS configuration timing parameters for Cyclone IV devices.

Figure 8–16. PS Configuration Timing Waveform (1)

Notes to Figure 8–16:

(1) The beginning of this waveform shows the device in user mode. In user mode, nCONFIG, nSTATUS, and CONF_DONE 
are at logic-high levels. When nCONFIG is pulled low, a reconfiguration cycle begins.

(2) After power up, the Cyclone IV device holds nSTATUS low during POR delay.
(3) After power up, before and during configuration, CONF_DONE is low.
(4) In user mode, drive DCLK either high or low when using the PS configuration scheme, whichever is more convenient. 

When using the AS configuration scheme, DCLK is a Cyclone IV device output pin and must not be driven externally. 
(5) Do not leave the DATA[0]pin floating after configuration. Drive the DATA[0]pin high or low, whichever is more 

convenient.

nCONFIG

nSTATUS (2)

CONF_DONE (3)

DCLK (4)

DATA[0]

User I/O

INIT_DONE

Bit 0 Bit 1 Bit 2 Bit 3 Bit n

tCD2UM

tCF2ST1

tCF2CD

tCFG

tCH tCL

tDH

tDSU

tCF2CK

tSTATUS

tCLK
tCF2ST0

tST2CK

User Mode

(5)

Tri-stated with internal pull-up resistorUser mode

Table 8–12. PS Configuration Timing Parameters For Cyclone IV Devices (Part 1 of 2)

Symbol Parameter
Minimum Maximum

Unit
Cyclone IV (1) Cyclone IV E (2) Cyclone IV (1) Cyclone IV E (2)

tCF2CD
nCONFIG low to 
CONF_DONE low — 500 ns

tCF2ST0
nCONFIG low to 
nSTATUS low

— 500 ns

tCFG
nCONFIG low pulse 
width

500 — ns

tSTATUS
nSTATUS low pulse 
width

45 230 (3) µs
Cyclone IV Device Handbook, May 2013 Altera Corporation
Volume 1



Chapter 1: Cyclone IV Transceivers Architecture 1–35
Transceiver Clocking Architecture

February 2015 Altera Corporation Cyclone IV Device Handbook,
Volume 2

When the byte serializer is enabled, the low-speed clock frequency is halved before 
feeding into the read clock of TX phase compensation FIFO. The low-speed clock is 
available in the FPGA fabric as tx_clkout port, which can be used in the FPGA fabric 
to send transmitter data and control signals.

Figure 1–34 shows the datapath clocking in receiver only operation. In this mode, the 
receiver PCS supports configuration without the rate match FIFO. The CDR unit in 
the channel recovers the clock from the received serial data and generates the high-
speed recovered clock for the deserializer, and low-speed recovered clock for 
forwarding to the receiver PCS. The low-speed recovered clock feeds to the following 
blocks in the receiver PCS:

■ word aligner

■ 8B/10B decoder

■ write clock of byte deserializer

■ byte ordering

■ write clock of RX phase compensation FIFO

When the byte deserializer is enabled, the low-speed recovered clock frequency is 
halved before feeding into the write clock of the RX phase compensation FIFO. The 
low-speed recovered clock is available in the FPGA fabric as rx_clkout port, which 
can be used in the FPGA fabric to capture receiver data and status signals.

When the transceiver is configured for transmitter and receiver operation in 
non-bonded channel configuration, the receiver PCS supports configuration with and 
without the rate match FIFO. The difference is only at the receiver datapath clocking. 
The transmitter datapath clocking is identical to transmitter only operation mode as 
shown in Figure 1–33. 

Figure 1–33. Transmitter Only Datapath Clocking in Non-Bonded Channel Configuration
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Figure 1–34. Receiver Only Datapath Clocking without Rate Match FIFO in Non-Bonded Channel Configuration

Note to Figure 1–34:

(1) High-speed recovered clock.
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For Transmitter and Receiver operation in bonded channel configuration, the receiver 
PCS supports configuration with rate match FIFO, and configuration without rate 
match FIFO. Figure 1–39 shows the datapath clocking in Transmitter and Receiver 
operation with rate match FIFO in ×2 and ×4 bonded channel configurations. For 
Transmitter and Receiver operation in bonded channel configuration without rate 
match FIFO, the datapath clocking is identical to Figure 1–38 for the bonded 
transmitter channels, and Figure 1–34 on page 1–35 for the receiver channels.
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Figure 1–72 shows the two paths in reverse serial loopback mode.

Self Test Modes 
Each transceiver channel in the Cyclone IV GX device contains modules for pattern 
generator and verifier. Using these built-in features, you can verify the functionality of 
the functional blocks in the transceiver channel without requiring user logic. The self 
test functionality is provided as an optional mechanism for debugging transceiver 
channels. 

There are three types of supported pattern generators and verifiers:

■ Built-in self test (BIST) incremental data generator and verifier—test the complete 
transmitter PCS and receiver PCS datapaths for bit errors with parallel loopback 
before the PMA blocks.

■ Pseudo-random binary sequence (PRBS) generator and verifier—the PRBS 
generator and verifier interface with the serializer and deserializer in the PMA 
blocks. The advantage of using a PRBS data stream is that the randomness yields 
an environment that stresses the transmission medium. In the data stream, you 
can observe both random jitter and deterministic jitter using a time interval 
analyzer, bit error rate tester, or oscilloscope.

■ High frequency and low frequency pattern generator—the high frequency 
patterns generate alternate ones and zeros and the low frequency patterns 
generate five ones and five zeroes. These patterns do not have a corresponding 
verifier.

1 The self-test features are only supported in Basic mode.

Figure 1–72. Reverse Serial Loopback (1)

Notes to Figure 1–72:

(1) Grayed-Out Blocks are Not Active in this mode.
(2) Post-CDR reverse serial loopback path.
(3) Pre-CDR reverse serial loopback path.
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Offset Cancellation Feature
The Cyclone IV GX devices provide an offset cancellation circuit per receiver channel 
to counter the offset variations due to process, voltage, and temperature (PVT). These 
variations create an offset in the analog circuit voltages, pushing them out of the 
expected range. In addition to reconfiguring the transceiver channel, the dynamic 
reconfiguration controller performs offset cancellation on all receiver channels 
connected to it on power up.

reconfig_address
_out[5..0]

Output

This signal is always available for you to select in the Channel reconfiguration screen. This 
signal is applicable only in the dynamic reconfiguration modes grouped under Channel 
reconfiguration mode including channel interface and Use RX local divider option.

This signal represents the current address used by the ALTGX_RECONFIG instance when 
writing the .mif into the transceiver channel. This signal increments by 1, from 0 to the last 
address, then starts at 0 again. You can use this signal to indicate the end of all the .mif 
write transactions (reconfig_address_out[5..0] changes from the last address to 0 at 
the end of all the .mif write transactions).

reconfig_address
_en

Output

This is an optional signal you can select in the Channel reconfiguration screen. This signal 
is applicable only in dynamic reconfiguration modes grouped under the Channel 
reconfiguration option. 

The dynamic reconfiguration controller asserts reconfig_address_en to indicate that 
reconfig_address_out[5..0] has changed. This signal is asserted only after the 
dynamic reconfiguration controller completes writing one 16-bit word of the .mif. 

reset_reconfig_
address

Input

This is an optional signal you can select in the Channel reconfiguration screen. This signal 
is applicable only in dynamic reconfiguration modes grouped under the Channel 
reconfiguration option. 

Enable this signal and assert it for one reconfig_clk clock cycle if you want to reset the 
reconfiguration address used by the ALTGX_RECONFIG instance during reconfiguration. 

reconfig_data
[15..0]

Input

This signal is applicable only in the dynamic reconfiguration modes grouped under the 
Channel reconfiguration option. This is a 16-bit word carrying the reconfiguration 
information. It is stored in a .mif that you must generate. The ALTGX_RECONFIG instance 
requires that you provide reconfig_data [15..0]on every .mif write transaction using 
the write_all signal.

reconfig_reset (4) Input

You can use this signal to reset all the reconfiguration process in Channel reconfiguration 
mode. Asserting this port will reset all the register in the reconfiguration controller logics. 
This port only shows up in Channel reconfiguration mode.

If you are feeding into this port, synchronize the reset signal to the reconfig_clk 
domain.

channel_reconfig
_done

Output

This signal goes high to indicate that the dynamic reconfiguration controller has finished 
writing all the words of the .mif. The channel_reconfig_done signal is automatically 
deasserted at the start of a new dynamic reconfiguration write sequence. This signal is 
applicable only in channel reconfiguration mode.

Notes to Table 3–2:

(1) Not all combinations of input bits are legal values. 
(2) This setting is required for compliance to PCI Express® (PIPE) functional mode.
(3) PLL reconfiguration is performed using ALTPLL_RECONFIG controller. Hence it is not selected through the reconfig_mode_sel[2..0] port.
(4) reconfig_reset will not restart the offset cancellation operation. Offset cancellation only occurs one time after power up and does not occur 

when subsequent reconfig_reset is asserted.

Table 3–2. Dynamic Reconfiguration Controller Port List (ALTGX_RECONFIG Instance) (Part 7 of 7)

Port Name Input/
Output Description
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The Offset cancellation for Receiver channels option is automatically enabled in 
both the ALTGX and ALTGX_RECONFIG MegaWizard Plug-In Managers for 
Receiver and Transmitter and Receiver only configurations. It is not available for 
Transmitter only configurations. For Receiver and Transmitter and Receiver only 
configurations, you must connect the necessary interface signals between the 
ALTGX_RECONFIG and ALTGX (with receiver channels) instances. 

Offset cancellation is automatically executed once every time the device is powered 
on. The control logic for offset cancellation is integrated into the dynamic 
reconfiguration controller. You must connect the ALTGX_RECONFIG instance to the 
ALTGX instances (with receiver channels) in your design. You must connect the 
reconfig_fromgxb, reconfig_togxb, and necessary clock signals to both the 
ALTGX_RECONFIG and ALTGX (with receiver channels) instances.

When the device powers up, the dynamic reconfiguration controller initiates offset 
cancellation on the receiver channel by disconnecting the receiver input pins from the 
receiver data path. Subsequently, the offset cancellation process goes through 
different states and culminates in the offset cancellation of the receiver buffer.

1 Offset cancellation process only occurs one time after power up and does not occur 
when subsequent reconfig_reset is asserted. If you assert reconfig_reset after the 
offset cancellation process is completed, the offset cancellation process will not run 
again. 
If you assert reconfig_reset upon power up; offset cancellation will not begin until 
reconfig_reset is deasserted. If you assert reconfig_reset after power up but before 
offset cancellation process is completed; offset cancellation will not complete and 
restart only when reconfig_reset is deasserted.

Figure 3–2 shows the connection for offset cancellation mode.

1 The dynamic reconfiguration controller sends and receives data to the transceiver 
channel through the reconfig_togxb and reconfig_fromgxb signals. 

1 The gxb_powerdown signal must not be asserted during the offset cancellation 
sequence.

Figure 3–2. ALTGX and ALTGX_RECONFIG Connection for the Offset Cancellation Process 

Note to Figure 3–2:

(1) This block is active during the offset cancellation process.

ALTGXALTGX_RECONFIG
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Clocking/Interface Options

The following describes the Clocking/Interface options available in Cyclone IV GX 
devices. The core clocking setup describes the transceiver core clocks that are the 
write and read clocks of the Transmit Phase Compensation FIFO and the Receive 
Phase Compensation FIFO, respectively. Core clocking is classified as transmitter core 
clocking and receiver core clocking. 

Table 3–6 lists the supported clocking interface settings for channel reconfiguration 
mode in Cyclone IV GX devices. 

Transmitter core clocking refers to the clock that is used to write the parallel data from 
the FPGA fabric into the Transmit Phase Compensation FIFO. You can use one of the 
following clocks to write into the Transmit Phase Compensation FIFO:

■ tx_coreclk—you can use a clock of the same frequency as tx_clkout from the 
FPGA fabric to provide the write clock to the Transmit Phase Compensation FIFO. 
If you use tx_coreclk, it overrides the tx_clkout options in the ALTGX 
MegaWizard Plug-In Manager.

■ tx_clkout—the Quartus II software automatically routes tx_clkout to the FPGA 
fabric and back into the Transmit Phase Compensation FIFO. 

Table 3–6. Dynamic Reconfiguration Clocking Interface Settings in Channel Reconfiguration 
Mode

ALTGX Setting Description

Dynamic Reconfiguration Channel Internal and Interface Settings

How should the receivers be 
clocked?

Select one of the available options:

■ Share a single transmitter core clock between receivers

■ Use the respective channel transmitter core clocks

■ Use the respective channel receiver core clocks

How should the transmitters be 
clocked?

Select one of the available options:

■ Share a single transmitter core clock between transmitters

■ Use the respective channel transmitter core clocks
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) 
IDiode
Magnitude of DC current across 
PCI-clamp diode when enable � � � 10 mA

Notes to Table 1�3:
(1) Cyclone IV E 1.0 V core voltage devices only support C8L, C9L, and I8L speed grades. Cyclone IV E 1.2 V core voltage devices only support 

C6, C7, C8, I7, and A7 speed grades.
(2) VCCIO for all I/O banks must be powered up during device operation. All VCCA pins must be powered to 2.5 V (even when PLLs are not used

and must be powered up and powered down at the same time.
(3) VCC must rise monotonically.
(4) VCCIO powers all input buffers.
(5) The POR time for Standard POR ranges between 50 and 200 ms. Each individual power supply must reach the recommended operating range 

within 50 ms.
(6) The POR time for Fast POR ranges between 3 and 9 ms. Each individual power supply must reach the recommended operating range within 

3 ms.

Table 1�3. Recommended Operating Conditions for Cyclone IV E Devices(1), (2) (Part 2 of 2)

Symbol Parameter Conditions Min Typ Max Unit

Table 1�4. Recommended Operating Conditions for Cyclone IV GX Devices (Part 1 of 2)

Symbol Parameter Conditions Min Typ Max Unit

VCCINT (3) Core voltage, PCIe hard IP block, and 
transceiver PCS power supply � 1.16 1.2 1.24 V

VCCA (1), (3) PLL analog power supply � 2.375 2.5 2.625 V

VCCD_PLL 
(2) PLL digital power supply � 1.16 1.2 1.24 V

VCCIO (3), (4)

I/O banks power supply for 3.3-V 
operation � 3.135 3.3 3.465 V

I/O banks power supply for 3.0-V 
operation � 2.85 3 3.15 V

I/O banks power supply for 2.5-V 
operation � 2.375 2.5 2.625 V

I/O banks power supply for 1.8-V 
operation � 1.71 1.8 1.89 V

I/O banks power supply for 1.5-V 
operation � 1.425 1.5 1.575 V

I/O banks power supply for 1.2-V 
operation � 1.14 1.2 1.26 V

VCC_CLKIN 
(3), (5), (6)

Differential clock input pins power 
supply for 3.3-V operation � 3.135 3.3 3.465 V

Differential clock input pins power 
supply for 3.0-V operation � 2.85 3 3.15 V

Differential clock input pins power 
supply for 2.5-V operation � 2.375 2.5 2.625 V

Differential clock input pins power 
supply for 1.8-V operation � 1.71 1.8 1.89 V

Differential clock input pins power 
supply for 1.5-V operation � 1.425 1.5 1.575 V

Differential clock input pins power 
supply for 1.2-V operation � 1.14 1.2 1.26 V

VCCH_GXB Transceiver output buffer power supply � 2.375 2.5 2.625 V
December 2016 Altera Corporation Cyclone IV Device Handbook,
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