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1. Cyclone IV FPGA Device Family
Overview
Altera’s new Cyclone® IV FPGA device family extends the Cyclone FPGA series 
leadership in providing the market’s lowest-cost, lowest-power FPGAs, now with a 
transceiver variant. Cyclone IV devices are targeted to high-volume, cost-sensitive 
applications, enabling system designers to meet increasing bandwidth requirements 
while lowering costs.

Built on an optimized low-power process, the Cyclone IV device family offers the 
following two variants:

■ Cyclone IV E—lowest power, high functionality with the lowest cost

■ Cyclone IV GX—lowest power and lowest cost FPGAs with 3.125 Gbps 
transceivers

1 Cyclone IV E devices are offered in core voltage of 1.0 V and 1.2 V.

f For more information, refer to the Power Requirements for Cyclone IV Devices 
chapter.

Providing power and cost savings without sacrificing performance, along with a 
low-cost integrated transceiver option, Cyclone IV devices are ideal for low-cost, 
small-form-factor applications in the wireless, wireline, broadcast, industrial, 
consumer, and communications industries.

Cyclone IV Device Family Features
The Cyclone IV device family offers the following features:

■ Low-cost, low-power FPGA fabric:

■ 6K to 150K logic elements

■ Up to 6.3 Mb of embedded memory

■ Up to 360 18 × 18 multipliers for DSP processing intensive applications

■ Protocol bridging applications for under 1.5 W total power
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Chapter 1: Cyclone IV FPGA Device Family Overview 1–9
Cyclone IV Device Family Architecture
I/O Features
Cyclone IV device I/O supports programmable bus hold, programmable pull-up 
resistors, programmable delay, programmable drive strength, programmable 
slew-rate control to optimize signal integrity, and hot socketing. Cyclone IV devices 
support calibrated on-chip series termination (Rs OCT) or driver impedance matching 
(Rs) for single-ended I/O standards. In Cyclone IV GX devices, the high-speed 
transceiver I/Os are located on the left side of the device. The top, bottom, and right 
sides can implement general-purpose user I/Os.

Table 1–8 lists the I/O standards that Cyclone IV devices support.

The LVDS SERDES is implemented in the core of the device using logic elements.

f For more information, refer to the I/O Features in Cyclone IV Devices chapter.

Clock Management
Cyclone IV devices include up to 30 global clock (GCLK) networks and up to eight 
PLLs with five outputs per PLL to provide robust clock management and synthesis. 
You can dynamically reconfigure Cyclone IV device PLLs in user mode to change the 
clock frequency or phase.

Cyclone IV GX devices support two types of PLLs: multipurpose PLLs and general-
purpose PLLs:

■ Use multipurpose PLLs for clocking the transceiver blocks. You can also use them 
for general-purpose clocking when they are not used for transceiver clocking.

■ Use general purpose PLLs for general-purpose applications in the fabric and 
periphery, such as external memory interfaces. Some of the general purpose PLLs 
can support transceiver clocking. 

f For more information, refer to the Clock Networks and PLLs in Cyclone IV Devices 
chapter.

External Memory Interfaces
Cyclone IV devices support SDR, DDR, DDR2 SDRAM, and QDRII SRAM interfaces 
on the top, bottom, and right sides of the device. Cyclone IV E devices also support 
these interfaces on the left side of the device. Interfaces may span two or more sides of 
the device to allow more flexible board design. The Altera® DDR SDRAM memory 
interface solution consists of a PHY interface and a memory controller. Altera supplies 
the PHY IP and you can use it in conjunction with your own custom memory 
controller or an Altera-provided memory controller. Cyclone IV devices support the 
use of error correction coding (ECC) bits on DDR and DDR2 SDRAM interfaces.

Table 1–8. I/O Standards Support for the Cyclone IV Device Family

Type I/O Standard

Single-Ended I/O LVTTL, LVCMOS, SSTL, HSTL, PCI, and PCI-X

Differential I/O SSTL, HSTL, LVPECL, BLVDS, LVDS, mini-LVDS, RSDS, and PPDS
March 2016 Altera Corporation Cyclone IV Device Handbook,
Volume 1
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Chapter 3: Memory Blocks in Cyclone IV Devices 3–9
Memory Modes
Figure 3–7 shows a timing waveform for read and write operations in single-port 
mode with unregistered outputs. Registering the outputs of the RAM simply delays 
the q output by one clock cycle.

Simple Dual-Port Mode
Simple dual-port mode supports simultaneous read and write operations to different 
locations. Figure 3–8 shows the simple dual-port memory configuration.

Cyclone IV devices M9K memory blocks support mixed-width configurations, 
allowing different read and write port widths. Table 3–3 lists mixed-width 
configurations.

Figure 3–7. Cyclone IV Devices Single-Port Mode Timing Waveform

clk_a
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data_a

rden_a

q_a (old data)
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A B C D E F

a0(old data) a1(old data)A B D E

q_a (new data) A DB C E F

Figure 3–8. Cyclone IV Devices Simple Dual-Port Memory (1)

Note to Figure 3–8:

(1) Simple dual-port RAM supports input or output clock mode in addition to the read or write clock mode shown. 

data[ ]
wraddress[ ]
wren
byteena[]
wr_addressstall
wrclock
wrclocken
aclr

rdaddress[ ]
rden

q[ ]
rd_addressstall

rdclock
rdclocken

Table 3–3.  Cyclone IV Devices M9K Block Mixed-Width Configurations (Simple Dual-Port Mode) (Part 1 of 2)

Read Port
Write Port

8192 × 1 4096 × 2 2048 × 4 1024 × 8 512 × 16 256 × 32 1024 × 9 512 × 18 256 × 36

8192 × 1 v v v v v v — — —

4096 × 2 v v v v v v — — —

2048 × 4 v v v v v v — — —

1024 × 8 v v v v v v — — —
November 2011 Altera Corporation Cyclone IV Device Handbook,
Volume 1



4–4 Chapter 4: Embedded Multipliers in Cyclone IV Devices
Operational Modes
Table 4–2 lists the sign of the multiplication results for the various operand sign 
representations. The results of the multiplication are signed if any one of the operands 
is a signed value.

Each embedded multiplier block has only one signa and one signb signal to control 
the sign representation of the input data to the block. If the embedded multiplier 
block has two 9 × 9 multipliers, the Data A input of both multipliers share the same 
signa signal, and the Data B input of both multipliers share the same signb signal. 
You can dynamically change the signa and signb signals to modify the sign 
representation of the input operands at run time. You can send the signa and signb 
signals through a dedicated input register. The multiplier offers full precision, 
regardless of the sign representation.

1 When the signa and signb signals are unused, the Quartus II software sets the 
multiplier to perform unsigned multiplication by default.

Output Registers
You can register the embedded multiplier output with output registers in either 18- or 
36-bit sections, depending on the operational mode of the multiplier. The following 
control signals are available for each output register in the embedded multiplier:

■ clock

■ clock enable

■ asynchronous clear

All input and output registers in a single embedded multiplier are fed by the same 
clock, clock enable, and asynchronous clear signals.

Operational Modes
You can use an embedded multiplier block in one of two operational modes, 
depending on the application needs:

■ One 18 × 18 multiplier

■ Up to two 9 × 9 independent multipliers

1 You can also use embedded multipliers of Cyclone IV devices to implement multiplier 
adder and multiplier accumulator functions, in which the multiplier portion of the 
function is implemented with embedded multipliers, and the adder or accumulator 
function is implemented in logic elements (LEs). 

Table 4–2. Multiplier Sign Representation 

Data A Data B
Result

signa Value Logic Level signb Value Logic Level

Unsigned Low Unsigned Low Unsigned

Unsigned Low Signed High Signed

Signed High Unsigned Low Signed

Signed High Signed High Signed
Cyclone IV Device Handbook, February 2010 Altera Corporation
Volume 1



4–8 Chapter 4: Embedded Multipliers in Cyclone IV Devices
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15 16 17 18 19
CLK15/DIFFCLK_6p 
(2) — — — — — — — — — — — — — — —

PLL_1_C0 (3) v — — v — — — — — — — — — — —

PLL_1_C1 (3) — v — — v — — — — — — — — — —

PLL_1_C2 (3) v — v — — — — — — — — — — — —

PLL_1_C3 (3) — v — v — — — — — — — — — — —

PLL_1_C4 (3) — — v — v — — — — — — — — — —

PLL_2_C0 (3) — — — — — v — — v — — — — — —

PLL_2_C1 (3) — — — — — — v — — v — — — — —

PLL_2_C2 (3) — — — — — v — v — — — — — — —

PLL_2_C3 (3) — — — — — — v — v — — — — — —

PLL_2_C4 (3) — — — — — — — v — v — — — — —

PLL_3_C0 — — — — — — — — — — v — — v —

PLL_3_C1 — — — — — — — — — — — v — — v
PLL_3_C2 — — — — — — — — — — v — v — —

PLL_3_C3 — — — — — — — — — — — v — v —

PLL_3_C4 — — — — — — — — — — — — v — v
PLL_4_C0 — — — — — — — — — — — — — — —

PLL_4_C1 — — — — — — — — — — — — — — —

PLL_4_C2 — — — — — — — — — — — — — — —

PLL_4_C3 — — — — — — — — — — — — — — —

PLL_4_C4 — — — — — — — — — — — — — — —

DPCLK0 v — — — — — — — — — — — — — —

DPCLK1 — v — — — — — — — — — — — — —

DPCLK7 (4)

CDPCLK0, or

CDPCLK7 (2), (5)

— — v — — — — — — — — — — — —

Table 5–3. GCLK Network Connections for Cyclone IV E Devices (1) (Part 2 of 3)

GCLK Network Clock 
Sources

GCLK Networks 

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14



Chapter 7: External Memory Interfaces in Cyclone IV Devices 7–3
Cyclone IV Devices Memory Interfaces Pin Support
In Cyclone IV devices, DQS is used only during write mode in DDR2 and 
DDR SDRAM interfaces. Cyclone IV devices ignore DQS as the read-data strobe 
because the PHY internally generates the read capture clock for read mode. However, 
you must connect the DQS pin to the DQS signal in DDR2 and DDR SDRAM interfaces, 
or to the CQ signal in QDR II SRAM interfaces.

1 Cyclone IV devices do not support differential strobe pins, which is an optional 
feature in the DDR2 SDRAM device.

f When you use the Altera Memory Controller MegaCore® function, the PHY is 
instantiated for you. For more information about the memory interface data path, 
refer to the External Memory Interface Handbook. 

1 ALTMEMPHY is a self-calibrating megafunction, enhanced to simplify the 
implementation of the read-data path in different memory interfaces. The 
auto-calibration feature of ALTMEMPHY provides ease-of-use by optimizing clock 
phases and frequencies across process, voltage, and temperature (PVT) variations. 
You can save on the global clock resources in Cyclone IV devices through the 
ALTMEMPHY megafunction because you are not required to route the DQS signals on 
the global clock buses (because DQS is ignored for read capture). Resynchronization 
issues do not arise because no transfer occurs from the memory domain clock (DQS) to 
the system domain for capturing data DQ.

All I/O banks in Cyclone IV devices can support DQ and DQS signals with DQ-bus 
modes of ×8, ×9, ×16, ×18, ×32, and ×36 except Cyclone IV GX devices that do not 
support left I/O bank interface. DDR2 and DDR SDRAM interfaces use ×8 mode DQS 
group regardless of the interface width. For a wider interface, you can use multiple ×8 
DQ groups to achieve the desired width requirement.

In the ×9, ×18, and ×36 modes, a pair of complementary DQS pins (CQ and CQ#) 
drives up to 9, 18, or 36 DQ pins, respectively, in the group, to support one, two, or four 
parity bits and the corresponding data bits. The ×9, ×18, and ×36 modes support the 
QDR II memory interface. CQ# is the inverted read-clock signal that is connected to 
the complementary data strobe (DQS or CQ#) pin. You can use any unused DQ pins as 
regular user I/O pins if they are not used as memory interface signals. 

f For more information about unsupported DQS and DQ groups of the Cyclone IV 
transceivers that run at 2.97 Gbps data rate, refer to the Cyclone IV Device Family Pin 
Connection Guidelines.
March 2016 Altera Corporation Cyclone IV Device Handbook,
Volume 1
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Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices 8–43
Configuration
DCLK, DATA[7..0], and CONF_DONE) are connected to every device in the chain. 
Configuration signals may require buffering to ensure signal integrity and prevent 
clock skew problems. Ensure that the DCLK and DATA lines are buffered. All devices 
initialize and enter user mode at the same time, because all device CONF_DONE pins are 
tied together.

All nSTATUS and CONF_DONE pins are tied together and if any device detects an error, 
configuration stops for the entire chain and the entire chain must be reconfigured. For 
example, if the first device flags an error on nSTATUS, it resets the chain by pulling its 
nSTATUS pin low. This behavior is similar to a single device detecting an error.

Figure 8–21 shows multi-device FPP configuration when both Cyclone IV devices are 
receiving the same configuration data. Configuration pins (nCONFIG, nSTATUS, DCLK, 
DATA[7..0], and CONF_DONE) are connected to every device in the chain. Configuration 
signals may require buffering to ensure signal integrity and prevent clock skew 
problems. Ensure that the DCLK and DATA lines are buffered. Devices must be of the 
same density and package. All devices start and complete configuration at the same 
time. 

You can use a single configuration chain to configure Cyclone IV devices with other 
Altera devices that support FPP configuration. To ensure that all devices in the chain 
complete configuration at the same time or that an error flagged by one device starts 
reconfiguration in all devices, tie all the CONF_DONE and nSTATUS pins together.

f For more information about configuring multiple Altera devices in the same 
configuration chain, refer to Configuring Mixed Altera FPGA Chains in volume 2 of the 
Configuration Handbook.

Figure 8–21. Multi-Device FPP Configuration Using an External Host When Both Devices Receive 
the Same Data

Notes to Figure 8–21:

(1) You must connect the pull-up resistor to a supply that provides an acceptable input signal for all devices in the chain. 
VCC must be high enough to meet the VIH specification of the I/O on the device and the external host.

(2) The nCEO pins of both devices are left unconnected or used as user I/O pins when configuring the same configuration 
data into multiple devices.

(3) The MSEL pin settings vary for different configuration voltage standards and POR time. To connect the MSEL pins, 
refer to Table 8–4 on page 8–8 and Table 8–5 on page 8–9. Connect the MSEL pins directly to VCCA or GND. 

(4) All I/O inputs must maintain a maximum AC voltage of 4.1 V. DATA[7..0] and DCLK must fit the maximum overshoot 
outlined in Equation 8–1 on page 8–5.

External Host
(MAX II Device or
Microprocessor)

Memory

ADDR
Cyclone IV Device 1

nSTATUS
CONF_DONE

nCE nCEO

DATA[7..0]

GND

VCCIO (1) VCCIO (1)

MSEL[3..0] MSEL[3..0]

DATA[7..0] (4)
nCONFIG
DCLK (4)

nSTATUS
CONF_DONE

nCE nCEO N.C. (2)

DATA[7..0] (4)
nCONFIG
DCLK (4)

Cyclone IV Device 2

(3)
(3)

GND

N.C. (2)

Buffers (4)

10 k 10 k
May 2013 Altera Corporation Cyclone IV Device Handbook,
Volume 1
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Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices 8–55
Configuration
Programming Serial Configuration Devices In-System with the JTAG Interface
Cyclone IV devices in a single- or multiple-device chain support in-system 
programming of a serial configuration device with the JTAG interface through the SFL 
design. The intelligent host or download cable of the board can use the four JTAG pins 
on the Cyclone IV device to program the serial configuration device in system, even if 
the host or download cable cannot access the configuration pins (DCLK, DATA, ASDI, and 
nCS pins).

The SFL design is a JTAG-based in-system programming solution for Altera serial 
configuration devices. The SFL is a bridge design for the Cyclone IV device that uses 
their JTAG interface to access the EPCS JTAG Indirect Configuration Device 
Programming (.jic) file and then uses the AS interface to program the EPCS device. 
Both the JTAG interface and AS interface are bridged together inside the SFL design.

In a multiple device chain, you must only configure the master device that controls 
the serial configuration device. Slave devices in the multiple device chain that are 
configured by the serial configuration device do not have to be configured when 
using this feature. To successfully use this feature, set the MSEL pins of the master 
device to select the AS configuration scheme (Table 8–3 on page 8–8, Table 8–4 on 
page 8–8, and Table 8–5 on page 8–9). The serial configuration device in-system 
programming through the Cyclone IV device JTAG interface has three stages, which 
are described in the following sections:

■ “Loading the SFL Design”

■ “ISP of the Configuration Device” on page 8–56

■ “Reconfiguration” on page 8–57

Loading the SFL Design

The SFL design is a design inside the Cyclone IV device that bridges the JTAG 
interface and AS interface with glue logic.

The intelligent host uses the JTAG interface to configure the master device with a SFL 
design. The SFL design allows the master device to control the access of four serial 
configuration device pins, also known as the Active Serial Memory Interface (ASMI) 
pins, through the JTAG interface. The ASMI pins are serial clock input (DCLK), serial 
data output (DATA), AS data input (ASDI), and active-low chip select (nCS) pins.
May 2013 Altera Corporation Cyclone IV Device Handbook,
Volume 1



Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices 8–59
Configuration
ACTIVE_DISENGAGE

The ACTIVE_DISENGAGE instruction places the active configuration controller (AS and 
AP) into an idle state prior to JTAG programming. The two purposes of placing the 
active controller in an idle state are:

■ To ensure that it is not trying to configure the device during JTAG programming 

■ To allow the controllers to properly recognize a successful JTAG programming 
that results in the device reaching user mode

The ACTIVE_DISENGAGE instruction is required before JTAG programming regardless 
of the current state of the Cyclone IV device if the MSEL pins are set to an AS or AP 
configuration scheme. If the ACTIVE_DISENGAGE instruction is issued during a passive 
configuration scheme (PS or FPP), it has no effect on the Cyclone IV device. Similarly, 
the CONFIG_IO instruction is issued after an ACTIVE_DISENGAGE instruction, but is no 
longer required to properly halt configuration. Table 8–17 lists the required, 
recommended, and optional instructions for each configuration mode. The ordering 
of the required instructions is a hard requirement and must be met to ensure 
functionality.

In the AS or AP configuration scheme, the ACTIVE_DISENGAGE instruction puts the 
active configuration controller into idle state. If a successful JTAG programming is 
executed, the active controller is automatically re-engaged after user mode is reached 
through JTAG programming. This causes the active controller to transition to their 
respective user mode states.

If JTAG programming fails to get the Cyclone IV device to enter user mode and 
re-engage active programming, there are available methods to achieve this:

■ In AS configuration scheme, you can re-engage the AS controller by moving the 
JTAG TAP controller to the reset state or by issuing the ACTIVE_ENGAGE instruction.

Table 8–17. JTAG Programming Instruction Flows  (1) 

JTAG Instruction

Configuration Scheme and Current State of the Cyclone IV Device 

Prior to User Mode (Interrupting 
Configuration) User Mode Power Up

PS FPP AS AP PS FPP AS AP PS FPP AS AP

ACTIVE_DISENGAGE O O R R O O O R O O R R

CONFIG_IO Rc Rc O O O O O 0 NA NA NA NA

Other JTAG instructions O O O O O O O 0 O O O 0

JTAG_PROGRAM R R R R R R R R R R R R

CHECK_STATUS Rc Rc Rc Rc Rc Rc Rc Rc Rc Rc Rc Rc

JTAG_STARTUP R R R R R R R R R R R R

JTAG TAP Reset/other 
instruction R R R R R R R R R R R R

Note to Table 8–17:

(1) “R” indicates that the instruction must be executed before the next instruction, “O” indicates the optional instruction, “Rc” indicates the 
recommended instruction, and “NA” indicates that the instruction is not allowed in this mode.
May 2013 Altera Corporation Cyclone IV Device Handbook,
Volume 1



Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices 8–75
Remote System Upgrade
Remote System Upgrade Registers
The remote system upgrade block contains a series of registers that stores the 
configuration addresses, watchdog timer settings, and status information. Table 8–22 
lists these registers.

The control and status registers of the remote system upgrade are clocked by the 
10-MHz internal oscillator (the same oscillator that controls the user watchdog timer) 
or the CLKUSR. However, the shift and update registers of the remote system upgrade 
are clocked by the maximum frequency of 40-MHz user clock input (RU_CLK). There is 
no minimum frequency for RU_CLK.

Remote System Upgrade Control Register

The remote system upgrade control register stores the application configuration 
address, the user watchdog timer settings, and option bits for a application 
configuration. In remote update mode for the AS configuration scheme, the control 
register address bits are set to all zeros (24'b0) at power up to load the AS factory 
configuration. In remote update mode for the AP configuration scheme, the control 
register address bits are set to 24'h010000 (24'b1 0000 0000 0000 0000) at power up to 
load the AP default factory configuration. However, for the AP configuration scheme, 
you can change the default factory configuration address to any desired address using 
the APFC_BOOT_ADDR JTAG instruction. Additionally, a factory configuration in remote 
update mode has write access to this register. 

Table 8–22. Remote System Upgrade Registers 

Register Description

Shift 
register

This register is accessible by the logic array and allows the update, status, and control registers to be written 
and sampled by user logic. Write access is enabled in remote update mode for factory configurations to allow 
writing to the update register. Write access is disabled for all application configurations in remote update 
mode. 

Control 
register

This register contains the current configuration address, the user watchdog timer settings, one option bit for 
checking early CONF_DONE, and one option bit for selecting the internal oscillator as the startup state machine 
clock. During a read operation in an application configuration, this register is read into the shift register. When 
a reconfiguration cycle is started, the contents of the update register are written into the control register.

Update 
register

This register contains data similar to that in the control register. However, it can only be updated by the factory 
configuration by shifting data into the shift register and issuing an update operation. When a reconfiguration 
cycle is triggered by the factory configuration, the control register is updated with the contents of the update 
register. During a read in a factory configuration, this register is read into the shift register.

Status 
register

This register is written by the remote system upgrade circuitry on every reconfiguration to record the cause of 
the reconfiguration. This information is used by the factory configuration to determine the appropriate action 
following a reconfiguration. During a capture cycle, this register is read into the shift register.
May 2013 Altera Corporation Cyclone IV Device Handbook,
Volume 1
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9. SEU Mitigation in Cyclone IV Devices
This chapter describes the cyclical redundancy check (CRC) error detection feature in 
user mode and how to recover from soft errors.

1 Configuration error detection is supported in all Cyclone® IV devices including 
Cyclone IV GX devices, Cyclone IV E devices with 1.0-V core voltage, and 
Cyclone IV E devices with 1.2-V core voltage. However, user mode error detection is 
only supported in Cyclone IV GX devices and Cyclone IV E devices with 1.2-V core 
voltage.

Dedicated circuitry built into Cyclone IV devices consists of a CRC error detection 
feature that can optionally check for a single-event upset (SEU) continuously and 
automatically.

In critical applications used in the fields of avionics, telecommunications, system 
control, medical, and military applications, it is important to be able to:

■ Confirm the accuracy of the configuration data stored in an FPGA device

■ Alert the system to an occurrence of a configuration error

Using the CRC error detection feature for Cyclone IV devices does not impact fitting 
or performance.

This chapter contains the following sections:

■ “Configuration Error Detection” on page 9–1

■ “User Mode Error Detection” on page 9–2

■ “Automated SEU Detection” on page 9–3

■ “CRC_ERROR Pin” on page 9–3

■ “Error Detection Block” on page 9–4

■ “Error Detection Timing” on page 9–5

■ “Software Support” on page 9–6

■ “Recovering from CRC Errors” on page 9–9

Configuration Error Detection

1 Configuration error detection is available in all Cyclone IV devices including 
Cyclone IV GX devices, Cyclone IV E devices with 1.0-V core voltage, and 
Cyclone IV E devices with 1.2-V core voltage.
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Error Detection Timing
Table 9–4 defines the registers shown in Figure 9–1.

Error Detection Timing
When the error detection CRC feature is enabled through the Quartus II software, the 
device automatically activates the CRC process upon entering user mode after 
configuration and initialization is complete. 

The CRC_ERROR pin is driven low until the error detection circuitry detects a corrupted 
bit in the previous CRC calculation. After the pin goes high, it remains high during 
the next CRC calculation. This pin does not log the previous CRC calculation. If the 
new CRC calculation does not contain any corrupted bits, the CRC_ERROR pin is driven 
low. The error detection runs until the device is reset.

The error detection circuitry runs off an internal configuration oscillator with a divisor 
that sets the maximum frequency.

Table 9–5 lists the minimum and maximum error detection frequencies.

You can set a lower clock frequency by specifying a division factor in the Quartus II 
software (for more information, refer to “Software Support”). The divisor is a power 
of two (2), where n is between 0 and 8. The divisor ranges from one through 256. Refer 
to Equation 9–1.

CRC calculation time depends on the device and the error detection clock frequency.

Table 9–4. Error Detection Registers

Register Function

32-bit signature 
register

This register contains the CRC signature. The signature register contains the result of the user 
mode calculated CRC value compared against the pre-calculated CRC value. If no errors are 
detected, the signature register is all zeros. A non-zero signature register indicates an error in the 
configuration CRAM contents.

The CRC_ERROR signal is derived from the contents of this register.

32-bit storage register

This register is loaded with the 32-bit pre-computed CRC signature at the end of the configuration 
stage. The signature is then loaded into the 32-bit CRC circuit (called the Compute and Compare 
CRC block, as shown in Figure 9–1) during user mode to calculate the CRC error. This register 
forms a 32-bit scan chain during execution of the CHANGE_EDREG JTAG instruction. The 
CHANGE_EDREG JTAG instruction can change the content of the storage register. Therefore, the 
functionality of the error detection CRC circuitry is checked in-system by executing the instruction 
to inject an error during the operation. The operation of the device is not halted when issuing the 
CHANGE_EDREG instruction.

Table 9–5. Minimum and Maximum Error Detection Frequencies for Cyclone IV Devices

 Error Detection 
Frequency

Maximum Error 
Detection Frequency

Minimum Error 
Detection Frequency Valid Divisors (2n)

80 MHz/2n 80 MHz 312.5 kHz 0, 1, 2, 3, 4, 5, 6, 7, 8

Equation 9–1.

rror detection frequency  80 MH

2n
-------------------=
May 2013 Altera Corporation Cyclone IV Device Handbook,
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Actual lock time depends on the transition density of the incoming data and the ppm 
difference between the receiver input reference clock and the upstream transmitter 
reference clock.

Transition from the LTD state to the LTR state occurs when either of the following 
conditions is met:

■ Signal detection circuitry indicates the absence of valid signal levels at the receiver 
input buffer. This condition is valid for PCI Express (PIPE) mode only. CDR 
transitions are not dependent on signal detection circuitry in other modes.

■ The recovered clock is not within the configured ppm frequency threshold setting 
with respect to CDR clocks from multipurpose PLLs.

In automatic lock mode, the switch from LTR to LTD states is indicated by the 
assertion of the rx_freqlocked signal and the switch from LTD to LTR states indicated 
by the de-assertion of the rx_freqlocked signal.

Manual Lock Mode
State transitions are controlled manually by using rx_locktorefclk and 
rx_locktodata ports. The LTR/LTD controller sets the CDR state depending on the 
logic level on the rx_locktorefclk and rx_locktodata ports. This mode provides the 
flexibility to control the CDR for a reduced lock time compared to the automatic lock 
mode. In automatic lock mode, the LTR/LTD controller relies on the ppm detector 
and the phase relationship detector to set the CDR in LTR or LTD mode. The ppm 
detector and phase relationship detector reaction times can be too long for some 
applications that require faster CDR lock time.

In manual lock mode, the rx_freqlocked signal is asserted when the CDR is in LTD 
state and de-asserted when CDR is in LTR state. For descriptions of rx_locktorefclk 
and rx_locktodata port controls, refer to Table 1–27 on page 1–87.

1 If you do not enable the optional rx_locktorefclk and rx_locktodata ports, the 
Quartus II software automatically configures the LTR/LTD controller in automatic 
lock mode.

f The recommended transceiver reset sequence varies depending on the CDR lock 
mode. For more information about the reset sequence recommendations, refer to the 
Reset Control and Power Down for Cyclone IV GX Devices chapter.

Deserializer
The deserializer converts received serial data from the receiver input buffer to parallel 
8- or 10-bit data. Serial data is assumed to be received from the LSB to the MSB. The 
deserializer operates with the high-speed recovered clock from the CDR with the 
frequency at half of the serial data rate. 

http://www.altera.com/literature/hb/cyclone-iv/cyiv-52002.pdf
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PIPE Interface
The PIPE interface provides a standard interface between the PCIe-compliant PHY 
and MAC layer as defined by the version 2.00 of the PIPE Architecture specification 
for Gen1 (2.5 Gbps) signaling rate. Any core or IP implementing the PHY MAC, data 
link, and transaction layers that supports PIPE 2.00 can be connected to the 
Cyclone IV GX transceiver configured in PIPE mode. Table 1–15 lists the PIPE-specific 
ports available from the Cyclone IV GX transceiver configured in PIPE mode and the 
corresponding port names in the PIPE 2.00 specification.

Receiver Detection Circuitry
In PIPE mode, the transmitter supports receiver detection function with a built-in 
circuitry in the transmitter PMA. The PCIe protocol requires the transmitter to detect 
if a receiver is present at the far end of each lane as part of the link training and 
synchronization state machine sequence. This feature requires the following 
conditions:

■ transmitter output buffer to be tri-stated

■ have OCT utilization

■ 125 MHz clock on the fixedclk port

The circuit works by sending a pulse on the common mode of the transmitter. If an 
active PCIe receiver is present at the far end, the time constant of the step voltage on 
the trace is higher compared to when the receiver is not present. The circuitry 
monitors the time constant of the step signal seen on the trace to decide if a receiver 
was detected. 

Table 1–15. Transceiver-FPGA Fabric Interface Ports in PIPE Mode

Transceiver Port Name PIPE 2.00 Port Name

tx_datain[15..0] (1) TxData[15..0]

tx_ctrlenable[1..0] (1) TxDataK[1..0]

rx_dataout[15..0] (1) RxData[15..0]

rx_ctrldetect[1..0] (1) RxDataK[1..0]

tx_detectrxloop TxDetectRx/Loopback

tx_forceelecidle TxElecIdle

tx_forcedispcompliance TxCompliance

pipe8b10binvpolarity RxPolarity

powerdn[1..0] (2) PowerDown[1..0]

pipedatavalid RxValid

pipephydonestatus PhyStatus

pipeelecidle RxElecIdle

pipestatus RxStatus[2..0]

Notes to Table 1–15:

(1) When used with PCIe hard IP block, the byte SERDES is not used. In this case, the data ports are 8 bits wide and 
control identifier is 1 bit wide.

(2) Cyclone IV GX transceivers do not implement power saving measures in lower power states (P0s, P1, and P2), 
except when putting the transmitter buffer in electrical idle in the lower power states.
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You can enable the serial loopback option to loop the generated PRBS patterns to the 
receiver channel for verifier to check the PRBS patterns. When the PRBS pattern is 
received, the rx_bisterr and rx_bistdone signals indicate the status of the verifier. 
After the word aligner restores the word boundary, the rx_bistdone signal is driven 
high when the verifier receives a complete pattern cycle and remains asserted until it 
is reset using the rx_digitalreset port. After the assertion of rx_bistdone, the 
rx_bisterr signal is asserted for a minimum of three rx_clkout cycles when errors 
are detected in the data and deasserts if the following PRBS sequence contains no 
error. You can reset the PRBS pattern generator and verifier by asserting the 
tx_digitalreset and rx_digitalreset ports, respectively.

Low 
Frequency (2) 1111100000 N — — — Y — 2.5 3.125

Notes to Table 1–25:

(1) Channel width refers to the What is the channel width? option in the General screen of the ALTGX MegaWizard Plug-In Manager. Based on the 
selection, an 8 or 10 bits wide pattern is generated as indicated by a Yes (Y) or No (N).

(2) A verifier and associated rx_bistdone and rx_bisterr signals are not available for the specified patterns.

Table 1–25. PRBS, High and Low Frequency Patterns, and Channel Settings (Part 2 of 2)

Patterns Polynomial

8-bit Channel Width 10-bit Channel Width 

Channel 
Width 

of 
8 bits 

(1)

Word 
Alignment 

Pattern

Maximum 
Data Rate 
(Gbps) for 
F324 and 
Smaller 

Packages

Maximum 
Data Rate 
(Gbps) for 
F484 and 

Larger 
Packages

Channel 
Width 

of 
10-bits 

(1)

Word 
Alignment 

Pattern

Maximum 
Data Rate 
(Gbps) for 
F324 and 
Smaller 

Packages

Maximum 
Data Rate 
(Gbps) for 
F484 and 

Larger 
Packages
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Table 1–27. Receiver Ports in ALTGX Megafunction for Cyclone IV GX (Part 1 of 3)

Block Port Name Input/
Output Clock Domain Description

RX PCS

rx_syncstatus Output

Synchronous to tx_clkout (non-
bonded modes with rate match 
FIFO), rx_clkout (non-bonded 
modes without rate match FIFO), 
coreclkout (bonded modes), or 
rx_coreclk (when using the 
optional rx_coreclk input) 

Word alignment synchronization status indicator. This 
signal passes through the RX Phase Compensation FIFO. 

■ Not available in bit-slip mode

rx_patternde
tect Output

Synchronous to tx_clkout (non-
bonded modes with rate match 
FIFO), rx_clkout (non-bonded 
modes without rate match FIFO), 
coreclkout (bonded modes), or 
rx_coreclk (when using the 
optional rx_coreclk input)

Indicates when the word alignment logic detects the 
alignment pattern in the current word boundary. This 
signal passes through the RX Phase Compensation FIFO. 

rx_bitslip Input
Asynchronous signal. Minimum 
pulse width is two
parallel clock cycles.

Bit-slip control for the word aligner configured in bit-slip 
mode.

■ At every rising edge, word aligner slips one bit into 
the received data stream, effectively shifting the word 
boundary by one bit.

rx_rlv Output

Asynchronous signal. Driven for a 
minimum of two recovered clock 
cycles in configurations without 
byte serializer and a minimum of 
three recovered clock cycles in 
configurations with byte serializer.

Run-length violation indicator. 

■ A high pulse indicates that the number of consecutive 
1s or 0s in the received data stream exceeds the 
programmed run length violation threshold.

rx_invpolarity Input
Asynchronous signal. Minimum 
pulse width is two parallel clock 
cycles.

Generic receiver polarity inversion control. 

■ A high level to invert the polarity of every bit of the 8- 
or 10-bit data to the word aligner.

rx_enapattern
align Input Asynchronous signal. Controls the word aligner operation configured in 

manual alignment mode.

rx_rmfifodata
inserted Output

Synchronous to tx_clkout 
(non-bonded modes) or 
coreclkout (bonded modes)

Rate match FIFO insertion status indicator. 

■ A high level indicates the rate match pattern byte is 
inserted to compensate for the ppm difference in the 
reference clock frequencies between the upstream 
transmitter and the local receiver.

rx_rmfifodata
deleted Output

Synchronous to tx_clkout 
(non-bonded modes) or 
coreclkout (bonded modes)

Rate match FIFO deletion status indicator. 

■ A high level indicates the rate match pattern byte is 
deleted to compensate for the ppm difference in the 
reference clock frequencies between the upstream 
transmitter and the local receiver.
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Table 3–5 describes the rx_dataoutfull[31..0] FPGA fabric-Transceiver channel 
interface signals.

Table 3–5. rx_dataoutfull[31..0] FPGA Fabric-Transceiver Channel Interface Signal Descriptions (Part 1 of 3)

FPGA Fabric-Transceiver Channel 
Interface Description

Receive Signal Description (Based on Cyclone IV GX Supported FPGA 
Fabric-Transceiver Channel Interface Widths)

8-bit FPGA fabric-Transceiver 
Channel Interface

The following signals are used in 8-bit 8B/10B modes:

rx_dataoutfull[7:0]: 8-bit decoded data (rx_dataout)

rx_dataoutfull[8]: Control bit (rx_ctrldetect) 

rx_dataoutfull[9]: Code violation status signal (rx_errdetect) 

rx_dataoutfull[10]: rx_syncstatus

rx_dataoutfull[11]: Disparity error status signal (rx_disperr)

rx_dataoutfull[12]: Pattern detect status signal (rx_patterndetect)

rx_dataoutfull[13]: Rate Match FIFO deletion status indicator 
(rx_rmfifodatadeleted) in non-PCI Express (PIPE) functional modes.

rx_dataoutfull[14]: Rate Match FIFO insertion status indicator 
(rx_rmfifodatainserted) in non-PCI Express (PIPE) functional modes.

rx_dataoutfull[14:13]: PCI Express (PIPE) functional mode (rx_pipestatus)

rx_dataoutfull[15]: 8B/10B running disparity indicator (rx_runningdisp)

10-bit FPGA fabric-Transceiver 
Channel Interface

rx_dataoutfull[9:0]: 10-bit un-encoded data (rx_dataout)

rx_dataoutfull[10]: rx_syncstatus

rx_dataoutfull[11]: 8B/10B disparity error indicator (rx_disperr)

rx_dataoutfull[12]: rx_patterndetect

rx_dataoutfull[13]: Rate Match FIFO deletion status indicator 
(rx_rmfifodatadeleted) in non-PCI Express (PIPE) functional modes

rx_dataoutfull[14]: Rate Match FIFO insertion status indicator 
(rx_rmfifodatainserted) in non-PCI Express (PIPE) functional modes

rx_dataoutfull[15]: 8B/10B running disparity indicator (rx_runningdisp)




