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1. Cyclone IV FPGA Device Family
Overview
Altera’s new Cyclone® IV FPGA device family extends the Cyclone FPGA series 
leadership in providing the market’s lowest-cost, lowest-power FPGAs, now with a 
transceiver variant. Cyclone IV devices are targeted to high-volume, cost-sensitive 
applications, enabling system designers to meet increasing bandwidth requirements 
while lowering costs.

Built on an optimized low-power process, the Cyclone IV device family offers the 
following two variants:

■ Cyclone IV E—lowest power, high functionality with the lowest cost

■ Cyclone IV GX—lowest power and lowest cost FPGAs with 3.125 Gbps 
transceivers

1 Cyclone IV E devices are offered in core voltage of 1.0 V and 1.2 V.

f For more information, refer to the Power Requirements for Cyclone IV Devices 
chapter.

Providing power and cost savings without sacrificing performance, along with a 
low-cost integrated transceiver option, Cyclone IV devices are ideal for low-cost, 
small-form-factor applications in the wireless, wireline, broadcast, industrial, 
consumer, and communications industries.

Cyclone IV Device Family Features
The Cyclone IV device family offers the following features:

■ Low-cost, low-power FPGA fabric:

■ 6K to 150K logic elements

■ Up to 6.3 Mb of embedded memory

■ Up to 360 18 × 18 multipliers for DSP processing intensive applications

■ Protocol bridging applications for under 1.5 W total power
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Chapter 1: Cyclone IV FPGA Device Family Overview 1–3
Device Resources
■ Up to 532 user I/Os

■ LVDS interfaces up to 840 Mbps transmitter (Tx), 875 Mbps Rx

■ Support for DDR2 SDRAM interfaces up to 200 MHz

■ Support for QDRII SRAM and DDR SDRAM up to 167 MHz

■ Up to eight phase-locked loops (PLLs) per device

■ Offered in commercial and industrial temperature grades

Device Resources
Table 1–1 lists Cyclone IV E device resources.

Table 1–1. Resources for the Cyclone IV E Device Family

Resources

EP
4C

E6

EP
4C

E1
0

EP
4C

E1
5

EP
4C

E2
2

EP
4C

E3
0

EP
4C

E4
0

EP
4C

E5
5

EP
4C

E7
5

EP
4C

E1
15

Logic elements (LEs) 6,272 10,320 15,408 22,320 28,848 39,600 55,856 75,408 114,480

Embedded memory 
(Kbits) 270 414 504 594 594 1,134 2,340 2,745 3,888

Embedded 18 × 18 
multipliers 15 23 56 66 66 116 154 200 266

General-purpose PLLs 2 2 4 4 4 4 4 4 4

Global Clock Networks 10 10 20 20 20 20 20 20 20

User I/O Banks 8 8 8 8 8 8 8 8 8

Maximum user I/O (1) 179 179 343 153 532 532 374 426 528

Note to Table 1–1:

(1) The user I/Os count from pin-out files includes all general purpose I/O, dedicated clock pins, and dual purpose configuration pins. Transceiver 
pins and dedicated configuration pins are not included in the pin count.
March 2016 Altera Corporation Cyclone IV Device Handbook,
Volume 1



Chapter 5: Clock Networks and PLLs in Cyclone IV Devices 5–17
Clock Networks
Figure 5–7 shows how to implement the clkena signal with a single register.

1 The clkena circuitry controlling the output C0 of the PLL to an output pin is 
implemented with two registers instead of a single register, as shown in Figure 5–7.

Figure 5–8 shows the waveform example for a clock output enable. The clkena signal 
is sampled on the falling edge of the clock (clkin).

1 This feature is useful for applications that require low power or sleep mode.

The clkena signal can also disable clock outputs if the system is not tolerant to 
frequency overshoot during PLL resynchronization.

Altera recommends using the clkena signals when switching the clock source to the 
PLLs or the GCLK. The recommended sequence is:

1. Disable the primary output clock by de-asserting the clkena signal.

2. Switch to the secondary clock using the dynamic select signals of the clock control 
block.

3. Allow some clock cycles of the secondary clock to pass before reasserting the 
clkena signal. The exact number of clock cycles you must wait before enabling the 
secondary clock is design-dependent. You can build custom logic to ensure 
glitch-free transition when switching between different clock sources.

Figure 5–7. clkena Implementation

D Qclkena clkena_out

clk_out

clkin

Figure 5–8. clkena Implementation: Output Enable

clkin

clkena

clk_out
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Chapter 5: Clock Networks and PLLs in Cyclone IV Devices 5–29
Hardware Features
20%. This feature is useful when clock sources can originate from multiple cards 
on the backplane, requiring a system-controlled switchover between frequencies 
of operation. Choose the secondary clock frequency so the VCO operates in the 
recommended frequency range. Also, set the M, N, and C counters accordingly to 
keep the VCO operating frequency in the recommended range.

Figure 5–18 shows a waveform example of the switchover feature when using 
automatic loss of clock detection. Here, the inclk0 signal remains low. After the 
inclk0 signal remains low for approximately two clock cycles, the clock-sense 
circuitry drives the clkbad0 signal high. Also, because the reference clock signal is not 
toggling, the switchover state machine controls the multiplexer through the clksw 
signal to switch to inclk1.

Manual Override 
If you are using the automatic switchover, you must switch input clocks with the 
manual override feature with the clkswitch input.

Figure 5–19 shows an example of a waveform illustrating the switchover feature 
when controlled by clkswitch. In this case, both clock sources are functional and 
inclk0 is selected as the reference clock. A low-to-high transition of the clkswitch 
signal starts the switchover sequence. The clkswitch signal must be high for at least 
three clock cycles (at least three of the longer clock period if inclk0 and inclk1 have 
different frequencies). On the falling edge of inclk0, the reference clock of the counter, 
muxout, is gated off to prevent any clock glitching. On the falling edge of inclk1, the 
reference clock multiplexer switches from inclk0 to inclk1 as the PLL reference, and 
the activeclock signal changes to indicate which clock is currently feeding the PLL.

Figure 5–18. Automatic Switchover Upon Clock Loss Detection (1)

Note to Figure 5–18:

(1) Switchover is enabled on the falling edge of inclk0 or inclk1, depending on which clock is available. In this figure, 
switchover is enabled on the falling edge of inclk1.

inclk0

inclk1

muxout

clkbad0

clkbad1

(1)

activeclock
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Chapter 6: I/O Features in Cyclone IV Devices 6–7
OCT Support
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Table 6–2 lists the I/O standards that support impedance matching and series 
termination.

Table 6–2. Cyclone IV Device I/O Features Support (Part 1 of 2)

I/O Standard

IOH/IOL Current Strength 
Setting (mA) (1), (9)

RS OCT with 
Calibration

Setting, Ohm ()

RS OCT Without 
Calibration

Setting, Ohm ()
Cyclone 
IV E I/O 
Banks 

Support

Cyclone 
IV GX I/O 

Banks 
Support

Slew
Rat

Optio
(6)

Column I/O Row I/O Column 
I/O

Row 
I/O (8)

Column 
I/O

Row 
I/O (8)

3.3-V LVTTL 4,8 4,8 — — — —

1,2,3,4,
5,6,7,8

3,4,5,6,
7,8,9

—

3.3-V LVCMOS 2 2 — — — — —

3.0-V LVTTL 4,8,12,16 4,8,12,16 50,25 50,25 50,25 50,25
0,1,

3.0-V LVCMOS 4,8,12,16 4,8,12,16 50,25 50,25 50,25 50,25

3.0-V PCI/PCI-X — — — — — — —

2.5-V 
LVTTL/LVCMOS 4,8,12,16 4,8,12,16 50,25 50,25 50,25 50,25

0,1,

1.8-V 
LVTTL/LVCMOS

2,4,6,8,10,12,1
6

2,4,6,8,10,12,1
6 50,25 50,25 50,25 50,25

1.5-V LVCMOS 2,4,6,8,10,12,1
6

2,4,6,8,10,12,1
6 50,25 50,25 50,25 50,25

1.2-V LVCMOS 2,4,6,8,10,12 2,4,6,8,10 50,25 50 50,25 50
4,5,6,7,
8

SSTL-2 Class I 8,12 8,12 50 50 50 50

3,4,5,6,
7,8,9

SSTL-2 Class II 16 16 25 25 25 25

SSTL-18 Class I 8,10,12 8,10,12 50 50 50 50

SSTL-18 Class II 12,16 12,16 25 25 25 25

HSTL-18 Class I 8,10,12 8,10,12 50 50 50 50

HSTL-18 Class II 16 16 25 25 25 25

HSTL-15 Class I 8,10,12 8,10,12 50 50 50 50

HSTL-15 Class II 16 16 25 25 25 25

HSTL-12 Class I 8,10,12 8,10 50 50 50 50
4,5,6,7,
8

HSTL-12 Class II 14 — 25 — 25 — 3,4,7,8 4,7,8

Differential SSTL-2 
Class I (2), (7) 8,12 8,12 50 50 50 50

1,2,3,4,
5,6,7,8

3,4,5,6,
7,8 0,1,

Differential SSTL-2 
Class II (2), (7) 16 16 25 25 25 25

Differential SSTL-
18 (2), (7) 8,10,12 — 50 — 50 —

Differential HSTL-
18 (2), (7) 8,10,12 — 50 — 50 —

Differential HSTL-
15 (2), (7) 8,10,12 — 50 — 50 —

Differential HSTL-
12 (2), (7) 8,10,12 — 50 — 50 — 3,4,7,8 4,7,8
March 2016 Altera Corporation Cyclone IV Device Handbook,
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Chapter 6: I/O Features in Cyclone IV Devices 6–15
Termination Scheme for I/O Standards
Differential I/O Standard Termination
Differential I/O standards typically require a termination resistor between the two 
signals at the receiver. The termination resistor must match the differential load 
impedance of the bus (refer to Figure 6–7 and Figure 6–8).

Cyclone IV devices support differential SSTL-2 and SSTL-18, differential HSTL-18, 
HSTL-15, and HSTL-12, PPDS, LVDS, RSDS, mini-LVDS, and differential LVPECL.

Figure 6–7. Cyclone IV Devices Differential HSTL I/O Standard Class I and Class II Interface and Termination
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Figure 6–8. Cyclone IV Devices Differential SSTL I/O Standard Class I and Class II Interface and Termination (1)

Note to Figure 6–8:

(1) Only Differential SSTL-2 I/O standard supports Class II output.
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6–16 Chapter 6: I/O Features in Cyclone IV Devices
I/O Banks
I/O Banks
I/O pins on Cyclone IV devices are grouped together into I/O banks. Each bank has a 
separate power bus. 

Cyclone IV E devices have eight I/O banks, as shown in Figure 6–9. Each device I/O 
pin is associated with one I/O bank. All single-ended I/O standards are supported in 
all banks except HSTL-12 Class II, which is only supported in column I/O banks. All 
differential I/O standards are supported in all banks. The only exception is HSTL-12 
Class II, which is only supported in column I/O banks.

Cyclone IV GX devices have up to ten I/O banks and two configuration banks, as 
shown in Figure 6–10 on page 6–18 and Figure 6–11 on page 6–19. The Cyclone IV GX 
configuration I/O bank contains three user I/O pins that can be used as normal user 
I/O pins if they are not used in configuration modes. Each device I/O pin is 
associated with one I/O bank. All single-ended I/O standards are supported except 
HSTL-12 Class II, which is only supported in column I/O banks. All differential I/O 
standards are supported in top, bottom, and right I/O banks. The only exception is 
HSTL-12 Class II, which is only supported in column I/O banks.

The entire left side of the Cyclone IV GX devices contain dedicated high-speed 
transceiver blocks for high speed serial interface applications. There are a total of 2, 4, 
and 8 transceiver channels for Cyclone IV GX devices, depending on the density and 
package of the device. For more information about the transceiver channels 
supported, refer to Figure 6–10 on page 6–18 and Figure 6–11 on page 6–19.
Cyclone IV Device Handbook, March 2016 Altera Corporation
Volume 1



6–36 Chapter 6: I/O Features in Cyclone IV Devices
High-Speed I/O Timing
before the next edge; this may lead to pattern-dependent jitter. With pre-emphasis, the 
output current is momentarily boosted during switching to increase the output slew 
rate. The overshoot produced by this extra switching current is different from the 
overshoot caused by signal reflection. This overshoot happens only during switching, 
and does not produce ringing.

The Quartus II software allows two settings for programmable pre-emphasis 
control—0 and 1, in which 0 is pre-emphasis off and 1 is pre-emphasis on. The default 
setting is 1. The amount of pre-emphasis needed depends on the amplification of the 
high-frequency components along the transmission line. You must adjust the setting 
to suit your designs, as pre-emphasis decreases the amplitude of the low-frequency 
component of the output signal.

Figure 6–20 shows the differential output signal with pre-emphasis. 

High-Speed I/O Timing
This section discusses the timing budget, waveforms, and specifications for 
source-synchronous signaling in Cyclone IV devices. Timing for source-synchronous 
signaling is based on skew between the data and clock signals.

High-speed differential data transmission requires timing parameters provided by IC 
vendors and requires you to consider the board skew, cable skew, and clock jitter. This 
section provides information about high-speed I/O standards timing parameters in 
Cyclone IV devices.

Table 6–11 defines the parameters of the timing diagram shown in Figure 6–21.

Figure 6–20. The Output Signal with Pre-Emphasis

VOD

Positive channel (p)

Negative channel (n)

Overshoot

Undershoot

Table 6–11. High-Speed I/O Timing Definitions (Part 1 of 2)

Parameter Symbol Description

Transmitter channel-to-channel skew (1) TCCS
The timing difference between the fastest and slowest output 
edges, including tCO variation and clock skew. The clock is 
included in the TCCS measurement.

Sampling window SW

The period of time during which the data must be valid in order for 
you to capture it correctly. The setup and hold times determine 
the ideal strobe position in the sampling window. 
TSW = TSU + Thd + PLL jitter.

Time unit interval TUI The TUI is the data-bit timing budget allowed for skew, 
propagation delays, and data sampling window. 

Receiver input skew margin RSKM

RSKM is defined by the total margin left after accounting for the 
sampling window and TCCS. The RSKM equation is: 

RSKM TUI SW TCCS––
2

--------------------------------------------------=
Cyclone IV Device Handbook, March 2016 Altera Corporation
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7–12 Chapter 7: External Memory Interfaces in Cyclone IV Devices
Cyclone IV Devices Memory Interfaces Features
In Cyclone IV devices, the DM pins are preassigned in the device pinouts. The 
Quartus II Fitter treats the DQ and DM pins in a DQS group equally for placement 
purposes. The preassigned DQ and DM pins are the preferred pins to use.

Some DDR2 SDRAM and DDR SDRAM devices support error correction coding 
(ECC), a method of detecting and automatically correcting errors in data 
transmission. In 72-bit DDR2 or DDR SDRAM, there are eight ECC pins and 64 data 
pins. Connect the DDR2 and DDR SDRAM ECC pins to a separate DQS or DQ group in 
Cyclone IV devices. The memory controller needs additional logic to encode and 
decode the ECC data.

Address and Control/Command Pins
The address signals and the control or command signals are typically sent at a single 
data rate. You can use any of the user I/O pins on all I/O banks of Cyclone IV devices 
to generate the address and control or command signals to the memory device.

1 Cyclone IV devices do not support QDR II SRAM in the burst length of two.

Memory Clock Pins
In DDR2 and DDR SDRAM memory interfaces, the memory clock signals (CK and 
CK#) are used to capture the address signals and the control or command signals. 
Similarly, QDR II SRAM devices use the write clocks (K and K#) to capture the 
address and command signals. The CK/CK# and K/K# signals are generated to 
resemble the write-data strobe using the DDIO registers in Cyclone IV devices.

1 CK/CK# pins must be placed on differential I/O pins (DIFFIO in Pin Planner) and in 
the same bank or on the same side as the data pins. You can use either side of the 
device for wraparound interfaces. As seen in the Pin Planner Pad View, CK0 cannot be 
located in the same row and column pad group as any of the interfacing DQ pins.

f For more information about memory clock pin placement, refer to Volume 2: Device, 
Pin, and Board Layout Guidelines of the External Memory Interface Handbook.

Cyclone IV Devices Memory Interfaces Features
This section discusses Cyclone IV memory interfaces, including DDR input registers, 
DDR output registers, OCT, and phase-lock loops (PLLs).

DDR Input Registers
The DDR input registers are implemented with three internal logic element (LE) 
registers for every DQ pin. These LE registers are located in the logic array block (LAB) 
adjacent to the DDR input pin. 
Cyclone IV Device Handbook, March 2016 Altera Corporation
Volume 1
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8–14 Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices
Configuration
The first Cyclone IV device in the chain is the configuration master and it controls the 
configuration of the entire chain. Other Altera devices that support PS configuration 
can also be part of the chain as configuration slaves. 

1 In the multi-device AS configuration, the board trace length between the serial 
configuration device and the master device of the Cyclone IV device must follow the 
recommendations in Table 8–7 on page 8–18. 

The nSTATUS and CONF_DONE pins on all target devices are connected together with 
external pull-up resistors, as shown in Figure 8–3 on page 8–13. These pins are 
open-drain bidirectional pins on the devices. When the first device asserts nCEO (after 
receiving all its configuration data), it releases its CONF_DONE pin. However, the 
subsequent devices in the chain keep this shared CONF_DONE line low until they receive 
their configuration data. When all target devices in the chain receive their 
configuration data and release CONF_DONE, the pull-up resistor drives a high level on 
CONF_DONE line and all devices simultaneously enter initialization mode.

1 Although you can cascade Cyclone IV devices, serial configuration devices cannot be 
cascaded or chained together.

If the configuration bitstream size exceeds the capacity of a serial configuration 
device, you must select a larger configuration device, enable the compression feature, 
or both. When configuring multiple devices, the size of the bitstream is the sum of the 
individual device’s configuration bitstream.

Configuring Multiple Cyclone IV Devices with the Same Design
Certain designs require that you configure multiple Cyclone IV devices with the same 
design through a configuration bitstream, or a .sof. You can do this through the 
following methods:

■ Multiple .sof

■ Single .sof

1 For both methods, the serial configuration devices cannot be cascaded or chained 
together.

Multiple SRAM Object Files

Two copies of the .sof are stored in the serial configuration device. Use the first copy 
to configure the master device of the Cyclone IV device and the second copy to 
configure all remaining slave devices concurrently. All slave devices must have the 
same density and package. The setup is similar to Figure 8–3 on page 8–13.

To configure four identical Cyclone IV devices with the same .sof, you must set up the 
chain similar to the example shown in Figure 8–4. The first device is the master device 
and its MSEL pins must be set to select AS configuration. The other three slave devices 
are set up for concurrent configuration and their MSEL pins must be set to select PS 
configuration. The nCEO pin from the master device drives the nCE input pins on all 
three slave devices, as well as the DATA and DCLK pins that connect in parallel to all 
Cyclone IV Device Handbook, May 2013 Altera Corporation
Volume 1



8–22 Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices
Configuration
During device configuration, Cyclone IV E devices read configuration data using the 
parallel interface and configure their SRAM cells. This scheme is referred to as the AP 
configuration scheme because the device controls the configuration interface. This 
scheme contrasts with the FPP configuration scheme, where an external host controls 
the interface.

AP Configuration Supported Flash Memories
The AP configuration controller in Cyclone IV E devices is designed to interface with 
two industry-standard flash families—the Micron P30 Parallel NOR flash family and 
the Micron P33 Parallel NOR flash family. Unlike serial configuration devices, both of 
the flash families supported in AP configuration scheme are designed to interface 
with microprocessors. By configuring from an industry standard microprocessor flash 
which allows access to the flash after entering user mode, the AP configuration 
scheme allows you to combine configuration data and user data (microprocessor boot 
code) on the same flash memory.

The Micron P30 flash family and the P33 flash family support a continuous 
synchronous burst read mode at 40 MHz DCLK frequency for reading data from the 
flash. Additionally, the Micron P30 and P33 flash families have identical pin-out and 
adopt similar protocols for data access.

1 Cyclone IV E devices use a 40-MHz oscillator for the AP configuration scheme. The 
oscillator is the same oscillator used in the Cyclone IV E AS configuration scheme.

Table 8–10 lists the supported families of the commodity parallel flash for the AP 
configuration scheme.

Configuring Cyclone IV E devices from the Micron P30 and P33 family 512-Mbit flash 
memory is possible, but you must properly drive the extra address and FLASH_nCE 
pins as required by these flash memories.

f To check for supported speed grades and package options, refer to the respective flash 
datasheets.

The AP configuration scheme in Cyclone IV E devices supports flash speed grades of 
40 MHz and above. However, AP configuration for all these speed grades must be 
capped at 40 MHz. The advantage of faster speed grades is realized when your design 
in the Cyclone IV E devices accesses flash memory in user mode.

Table 8–10. Supported Commodity Flash for AP Configuration Scheme for Cyclone IV E 
Devices (1) 

Flash Memory Density Micron P30 Flash Family (2) Micron P33 Flash Family (3)

64 Mbit v v
128 Mbit v v
256 Mbit v v

Notes to Table 8–10:
(1) The AP configuration scheme only supports flash memory speed grades of 40 MHz and above.
(2) 3.3- , 3.0-, 2.5-, and 1.8-V I/O options are supported for the Micron P30 flash family.
(3) 3.3-, 3.0- and 2.5-V I/O options are supported for the Micron P33 flash family.
Cyclone IV Device Handbook, May 2013 Altera Corporation
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Configuration
Programming Parallel Flash Memories
Supported parallel flash memories are external non-volatile configuration devices. 
They are industry standard microprocessor flash memories. For more information 
about the supported families for the commodity parallel flash, refer to Table 8–10 on 
page 8–22. 

Cyclone IV E devices in a single- or multiple-device chain support in-system 
programming of a parallel flash using the JTAG interface with the flash loader 
megafunction. The board intelligent host or download cable uses the four JTAG pins 
on Cyclone IV E devices to program the parallel flash in system, even if the host or 
download cable cannot access the configuration pins of the parallel flash.

f For more information about using the JTAG pins on Cyclone IV E devices to program 
the parallel flash in-system, refer to AN 478: Using FPGA-Based Parallel Flash Loader 
(PFL) with the Quartus II Software.

In the AP configuration scheme, the default configuration boot address is 0×010000 
when represented in 16-bit word addressing in the supported parallel flash memory 
(Figure 8–12). In the Quartus II software, the default configuration boot address is 
0×020000 because it is represented in 8-bit byte addressing. Cyclone IV E devices 
configure from word address 0×010000, which is equivalent to byte address 0×020000.

1 The Quartus II software uses byte addressing for the default configuration boot 
address. You must set the start address field to 0×020000.
May 2013 Altera Corporation Cyclone IV Device Handbook,
Volume 1
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Table 8–21 lists the optional configuration pins. If you do not enable these optional 
configuration pins in the Quartus II software, they are available as general-purpose 
user I/O pins. Therefore, during configuration, these pins function as user I/O pins 
and are tri-stated with weak pull-up resistors.

Table 8–21. Optional Configuration Pins 

Pin Name User Mode Pin Type Description

CLKUSR
N/A if option is on. 
I/O if option is off. Input

Optional user-supplied clock input synchronizes the 
initialization of one or more devices. This pin is enabled by 
turning on the Enable user-supplied start-up clock (CLKUSR) 
option in the Quartus II software.

In AS configuration for Cyclone IV GX devices, you can use this 
pin as an external clock source to generate the DCLK by 
changing the clock source option in the Quartus II software in 
the Configuration tab of the Device and Pin Options dialog 
box.

INIT_DONE
N/A if option is on. 
I/O if option is off.

Output 
open-drain

Status pin is used to indicate when the device has initialized and 
is in user-mode. When nCONFIG is low, the INIT_DONE pin is 
tri-stated and pulled high due to an external 10-k pull-up 
resistor during the beginning of configuration. After the option 
bit to enable INIT_DONE is programmed into the device (during 
the first frame of configuration data), the INIT_DONE pin goes 
low. When initialization is complete, the INIT_DONE pin is 
released and pulled high and the device enters user mode. 
Thus, the monitoring circuitry must be able to detect a low-to-
high transition. This pin is enabled by turning on the Enable 
INIT_DONE output option in the Quartus II software.

The functionality of this pin changes if the Enable OCT_DONE 
option is enabled in the Quartus II software. This option 
controls whether the INIT_DONE signal is gated by the 
OCT_DONE signal, which indicates the power-up on-chip 
termination (OCT) calibration is complete. If this option is 
turned off, the INIT_DONE signal is not gated by the OCT_DONE 
signal.

DEV_OE
N/A if option is on. 
I/O if option is off. Input

Optional pin that allows you to override all tri-states on the 
device. When this pin is driven low, all I/O pins are tri-stated; 
when this pin is driven high, all I/O pins behave as 
programmed. This pin is enabled by turning on the Enable 
device-wide output enable (DEV_OE) option in the Quartus II 
software.

DEV_CLRn
N/A if option is on. 
I/O if option is off. Input

Optional pin that allows you to override all clears on all device 
registers. When this pin is driven low, all registers are cleared; 
when this pin is driven high, all registers behave as 
programmed. You can enable this pin by turning on the Enable 
device-wide reset (DEV_CLRn) option in the Quartus II 
software.
Cyclone IV Device Handbook, May 2013 Altera Corporation
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Remote System Upgrade
Figure 8–31 shows the block diagrams to implement remote system upgrade in 
Cyclone IV devices.

The MSEL pin setting in the remote system upgrade mode is the same as the standard 
configuration mode. Standard configuration mode refers to normal Cyclone IV device 
configuration mode with no support for remote system upgrades (the remote system 
upgrade circuitry is disabled). When using remote system upgrade in Cyclone IV 
devices, you must enable the remote update mode option setting in the Quartus II 
software.

Enabling Remote Update
You can enable or disable remote update for Cyclone IV devices in the Quartus II 
software before design compilation (in the Compiler Settings menu). To enable remote 
update in the compiler settings of the project, perform the following steps:

1. On the Assignments menu, click Device. The Settings dialog box appears.

2. Click Device and Pin Options. The Device and Pin Options dialog box appears.

3. Click the Configuration tab.

4. From the Configuration Mode list, select Remote.

5. Click OK.

6. In the Settings dialog box, click OK.

Configuration Image Types
When using remote system upgrade, Cyclone IV device configuration bitstreams are 
classified as factory configuration images or application configuration images. An 
image, also referred to as a configuration, is a design loaded into the device that 
performs certain user-defined functions. Each device in your system requires one 
factory image or with addition of one or more application images. The factory image 
is a user-defined fall-back or safe configuration and is responsible for administering 
remote updates with the dedicated circuitry. Application images implement 
user-defined functionality in the target Cyclone IV device. You can include the default 
application image functionality in the factory image.

Figure 8–31. Remote System Upgrade Block Diagrams for AS and AP Configuration Schemes

Serial Configuration Device Supported Parallel Flash 

Nios Processor or User Logic

Cyclone IV Device

Nios Processor or User Logic

Cyclone IV E Device

Serial Configuration Device Parallel Flash Memory
Cyclone IV Device Handbook, May 2013 Altera Corporation
Volume 1



Chapter 1: Cyclone IV Transceivers Architecture 1–31
Transceiver Clocking Architecture

February 2015 Altera Corporation Cyclone IV Device Handbook,
Volume 2

1 In any configuration, a receiver channel cannot source CDR clocks from other PLLs 
beyond the two multipurpose PLLs directly adjacent to transceiver block where the 
channel resides.

The Cyclone IV GX transceivers support non-bonded (×1) and bonded (×2 and ×4) 
channel configurations. The two configurations differ in regards to clocking and 
phase compensation FIFO control. Bonded configuration provides a relatively lower 
channel-to-channel skew between the bonded channels than in non-bonded 
configuration. Table 1–8 lists the supported conditions in non-bonded and bonded 
channel configurations.

Non-Bonded Channel Configuration
In non-bonded channel configuration, the high- and low-speed clocks for each 
channel are sourced independently. The phase compensation FIFOs in each channel 
has its own pointers and control logic. When implementing multi-channel serial 
interface in non-bonded channel configuration, the clock skew and unequal latency 
results in larger channel-to-channel skew.

1 Altera recommends using bonded channel configuration (×2 or ×4) when 
implementing multi-channel serial interface for a lower channel-to-channel skew.

In a transceiver block, the high- and low-speed clocks for each channel are distributed 
primarily from one of the two multipurpose PLLs directly adjacent to the block. 
Transceiver channels for devices in F484 and larger packages support additional 
clocking flexibility. In these packages, some channels support high-speed and low-
speed clock distribution from PLLs beyond the two multipurpose PLLs directly 
adjacent to the block.

Table 1–8. Supported Conditions in Non-Bonded and Bonded Channel Configurations

Channel 
Configuration Description Supported Channel 

Operation Mode

Non-bonded 
(×1)

■ Low-speed clock in each channel is sourced independently

■ Phase compensation FIFO in each channel has its own pointers and control logic 

■ Transmitter Only

■ Receiver Only

■ Transmitter and 
Receiver

Bonded (×2 
and ×4)

■ Low-speed clock in each bonded channel is sourced from a common bonded 
clock path for lower channel-to-channel skew 

■ Phase compensation FIFOs in bonded channels share common pointers and 
control logic for equal latency through the FIFOs in all bonded channels

■ ×2 bonded configuration is supported with channel 0 and channel 1 in a 
transceiver block

■ ×4 bonded configuration is supported with all four channels in a transceiver block

■ Transmitter Only

■ Transmitter and 
Receiver
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The .mif files carries the reconfiguration information that will be used to reconfigure 
the multipurpose PLL or general purpose PLL dynamically. The .mif contents is 
generated automatically when you select the Enable PLL Reconfiguration option in 
the Reconfiguration Setting in ALTGX instances. The .mif files will be generated 
based on the data rate and input reference clock setting in the ALTGX MegaWizard. 
You must use the external ROM and feed its content to the ALTPLL_RECONFIG 
megafunction to reconfigure the multipurpose PLL setting. 

f For more information about instantiating the ALTPLL_Reconfig, refer to the AN 609: 
Implementing Dynamic Reconfiguration in Cyclone IV GX Devices.

Figure 3–16 shows the connection for PLL reconfiguration mode.

f For more information about connecting the ALTPLL_RECONFIG and ALTGX 
instances, refer to the AN 609: Implementing Dynamic Reconfiguration in Cyclone IV GX 
Devices.

Figure 3–16. ALTGX and ALTPLL_RECONFIG Connection for PLL Reconfiguration Mode

Notes to Figure 3–16:

(1) <n> = (number of transceiver PLLs configured in the ALTGX MegaWizard)  - 1.
(2) You must connect the pll_reconfig_done signal from the ALTGX to the pll_scandone port from ALTPLL_RECONFIG.
(3) You need two ALTPLL_RECONFIG controllers if you have two separate ALTGX instances with transceiver PLL instantiated in each ALTGX instance.
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Table 3–7 lists the ALTGX megafunction ports for PLL Reconfiguration mode.

f For more information about the ALTPLL_RECONFIG megafunction port list, 
description and usage, refer to the Phase-Locked Loop Reconfiguration 
(ALTPL_RECONFIG) Megafunction User Guide.

Table 3–7. ALTGX Megafunction Port List for PLL Reconfiguration Mode  

Port Name (1) Input/ 
Output Description Comments

pll_areset [n..0] Input

Resets the transceiver PLL. The 
pll_areset are asserted in two 
conditions:

■ Used to reset the transceiver PLL 
during the reset sequence. During 
reset sequence, this signal is user 
controlled.

■ After the transceiver PLL is 
reconfigured, this signal is 
asserted high by the 
ALTPLL_RECONFIG controller. At 
this time, this signal is not user 
controlled. 

You must connect the pll_areset port of ALTGX to the 
pll_areset port of the ALTPLL_RECONFIG 
megafunction. 

The ALTPLL_RECONFIG controller asserts the 
pll_areset port at the next rising clock edge after the 
pll_reconfig_done signal from the ALTGX 
megafunction goes high. After the pll_reconfig_done 
signal goes high, the transceiver PLL is reset. When the 
PLL reconfiguration is completed, this reset is 
performed automatically by the ALTPLL_RECONFIG 
megafunction and is not user controlled. 

pll_scandata
[n..0]

Input
Receives the scan data input from 
the ALTPLL_RECONFIG 
megafunction.

The reconfigurable transceiver PLL received the scan 
data input through this port for the dynamically 
reconfigurable bits from the ALTPLL_RECONFIG 
controller. 

pll_scanclk
[n..0]

Input Drives the scanclk port on the 
reconfigurable transceiver PLL.

Connect the pll_scanclk port of the ALTGX 
megafunction to the ALTPLL_RECONFIG scanclk port. 

pll_scanclkena
[n..0] Input

Acts as a clock enable for the 
scanclk port on the reconfigurable 
transceiver PLL.

Connect the pll_scanclkena port of the ALTGX 
megafunction to the ALTPLL_RECONFIG scanclk port.

pll_configupdate
[n..0] Input Drives the configupdate port on 

the reconfigurable transceiver PLL.

This port is connected to the pll_configupdate port 
from the ALTPLL_RECONFIG controller. After the final 
data bit is sent out, the ALTPLL_RECONFIG controller 
asserts this signal. 

pll_reconfig_done[n..0] Output This signal is asserted to indicate the 
reconfiguration process is done.

Connect the pll_reconfig_done port to the 
pll_scandone port on the ALTPLL_RECONFIG 
controller. The transceiver PLL scandone output signal 
drives this port and determines when the PLL is 
reconfigured.

pll_scandataout
[n..0] Output This port scan out the current 

configuration of the transceiver PLL.

Connect the pll_scandataout port to the 
pll_scandataout port of the ALTPLL_RECONFIG 
controller. This port reads the current configuration of 
the transceiver PLL and send it to the 
ALTPLL_RECONFIG megafunction. 

Note to Table 3–7:

(1) <n> = (number of transceiver PLLs configured in the ALTGX MegaWizard)  - 1.

www.altera.com/literature/ug/ug_altpll_reconfig.pdf
www.altera.com/literature/ug/ug_altpll_reconfig.pdf
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Functional Simulation of the Dynamic Reconfiguration Process
This section describes the points to be considered during functional simulation of the 
dynamic reconfiguration process. 

■ You must connect the ALTGX_RECONFIG instance to the 
ALTGX_instance/ALTGX instances in your design for functional simulation.

■ The functional simulation uses a reduced timing model of the dynamic 
reconfiguration controller. The duration of the offset cancellation process is 16 
reconfig_clk clock cycles for functional simulation only.

■ The gxb_powerdown signal must not be asserted during the offset cancellation 
sequence (for functional simulation and silicon).
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