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Chapter 2: Logic Elements and Logic Array Blocks in Cyclone IV Devices 2–3
LE Operating Modes
In addition to the three general routing outputs, LEs in an LAB have register chain 
outputs, which allows registers in the same LAB to cascade together. The register 
chain output allows the LUTs to be used for combinational functions and the registers 
to be used for an unrelated shift register implementation. These resources speed up 
connections between LABs while saving local interconnect resources.

LE Operating Modes
Cyclone IV LEs operate in the following modes:

■ Normal mode

■ Arithmetic mode

The Quartus® II software automatically chooses the appropriate mode for common 
functions, such as counters, adders, subtractors, and arithmetic functions, in 
conjunction with parameterized functions such as the library of parameterized 
modules (LPM) functions. You can also create special-purpose functions that specify 
which LE operating mode to use for optimal performance, if required.

Normal Mode
Normal mode is suitable for general logic applications and combinational functions. 
In normal mode, four data inputs from the LAB local interconnect are inputs to a 
four-input LUT (Figure 2–2). The Quartus II Compiler automatically selects the 
carry-in (cin) or the data3 signal as one of the inputs to the LUT. LEs in normal mode 
support packed registers and register feedback.

Figure 2–2 shows LEs in normal mode.

Figure 2–2. Cyclone IV Device LEs in Normal Mode
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3–6 Chapter 3: Memory Blocks in Cyclone IV Devices
Overview
Figure 3–3 and Figure 3–4 show the address clock enable waveform during read and 
write cycles, respectively.

Mixed-Width Support
M9K memory blocks support mixed data widths. When using simple dual-port, true 
dual-port, or FIFO modes, mixed width support allows you to read and write 
different data widths to an M9K memory block. For more information about the 
different widths supported per memory mode, refer to “Memory Modes” on 
page 3–7.

Figure 3–3. Cyclone IV Devices Address Clock Enable During Read Cycle Waveform

Figure 3–4. Cyclone IV Devices Address Clock Enable During Write Cycle Waveform
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Chapter 5: Clock Networks and PLLs in Cyclone IV Devices 5–35
PLL Reconfiguration
Figure 5–22 shows how to adjust PLL counter settings dynamically by shifting their 
new settings into a serial shift register chain or scan chain. Serial data shifts to the scan 
chain via the scandataport, and shift registers are clocked by scanclk. The maximum 
scanclk frequency is 100 MHz. After shifting the last bit of data, asserting the 
configupdate signal for at least one scanclk clock cycle synchronously updates the 
PLL configuration bits with the data in the scan registers.

1 The counter settings are updated synchronously to the clock frequency of the 
individual counters. Therefore, not all counters update simultaneously.

To reconfigure the PLL counters, perform the following steps:

1. The scanclkena signal is asserted at least one scanclk cycle prior to shifting in the 
first bit of scandata (D0).

2. Serial data (scandata) is shifted into the scan chain on the second rising edge of 
scanclk.

3. After all 144 bits have been scanned into the scan chain, the scanclkena signal is 
de-asserted to prevent inadvertent shifting of bits in the scan chain.

4. The configupdate signal is asserted for one scanclk cycle to update the PLL 
counters with the contents of the scan chain.

5. The scandone signal goes high indicating that the PLL is being reconfigured. A 
falling edge indicates that the PLL counters have been updated with new settings.

6. Reset the PLL using the areset signal if you make any changes to the M, N, 
post-scale output C counters, or the ICP , R, C settings.

7. You can repeat steps 1 through 5 to reconfigure the PLL any number of times.

Figure 5–22. PLL Reconfiguration Scan Chain
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Section III. System Integration
This section includes the following chapters:

■ Chapter 8, Configuration and Remote System Upgrades in Cyclone IV Devices

■ Chapter 9, SEU Mitigation in Cyclone IV Devices

■ Chapter 10, JTAG Boundary-Scan Testing for Cyclone IV Devices

■ Chapter 11, Power Requirements for Cyclone IV Devices

Revision History
Refer to each chapter for its own specific revision history. For information on when 
each chapter was updated, refer to the Chapter Revision Dates section, which appears 
in the complete handbook.
Cyclone IV Device Handbook,
Volume 1



Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices 8–7
Configuration
You can begin reconfiguration by pulling the nCONFIG pin low. The nCONFIG pin must 
be low for at least 500 ns. When nCONFIG is pulled low, the Cyclone IV device is reset. 
The Cyclone IV device also pulls nSTATUS and CONF_DONE low and all I/O pins are 
tri-stated. When nCONFIG returns to a logic-high level and nSTATUS is released by the 
Cyclone IV device, reconfiguration begins.

Configuration Error
If an error occurs during configuration, Cyclone IV devices assert the nSTATUS signal 
low, indicating a data frame error and the CONF_DONE signal stays low. If the 
Auto-restart configuration after error option (available in the Quartus II software in 
the General tab of the Device and Pin Options dialog box) is turned on, the 
Cyclone IV device releases nSTATUS after a reset time-out period (a maximum of 
230 s), and retries configuration. If this option is turned off, the system must monitor 
nSTATUS for errors and then pulse nCONFIG low for at least 500 ns to restart 
configuration.

Initialization
In Cyclone IV devices, the initialization clock source is either the internal oscillator or 
the optional CLKUSR pin. By default, the internal oscillator is the clock source for 
initialization. If you use the internal oscillator, the device provides itself with enough 
clock cycles for proper initialization. When using the internal oscillator, you do not 
have to send additional clock cycles from an external source to the CLKUSR pin during 
the initialization stage. Additionally, you can use the CLKUSR pin as a user I/O pin.

You also have the flexibility to synchronize initialization of multiple devices or to 
delay initialization with the CLKUSR option. The CLKUSR pin allows you to control 
when your device enters user mode for an indefinite amount of time. You can turn on 
the Enable user-supplied start-up clock (CLKUSR) option in the Quartus II software 
in the General tab of the Device and Pin Options dialog box. When you turn on the 
Enable user supplied start-up clock option (CLKUSR) option, the CLKUSR pin is the 
initialization clock source. Supplying a clock on the CLKUSR pin does not affect the 
configuration process. After the configuration data is accepted and CONF_DONE goes 
high, Cyclone IV devices require 3,192 clock cycles to initialize properly and enter 
user mode.

1 If you use the optional CLKUSR pin and the nCONFIG pin is pulled low to restart 
configuration during device initialization, ensure that the CLKUSR pin continues to 
toggle when nSTATUS is low (a maximum of 230 s).

User Mode
An optional INIT_DONE pin is available, which signals the end of initialization and the 
start of user mode with a low-to-high transition. The Enable INIT_DONE Output 
option is available in the Quartus II software in the General tab of the Device and Pin 
Options dialog box. If you use the INIT_DONE pin, it is high due to an external 10-k 
pull-up resistor when nCONFIG is low and during the beginning of configuration. After 
the option bit to enable INIT_DONE is programmed into the device (during the first 
frame of configuration data), the INIT_DONE pin goes low. When initialization is 
complete, the INIT_DONE pin is released and pulled high. This low-to-high transition 
signals that the device has entered user mode. In user mode, the user I/O pins 
function as assigned in your design and no longer have weak pull-up resistors.
May 2013 Altera Corporation Cyclone IV Device Handbook,
Volume 1



8–8 Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices
Configuration
Configuration Scheme
A configuration scheme with different configuration voltage standards is selected by 
driving the MSEL pins either high or low, as shown in Table 8–3, Table 8–4, and 
Table 8–5. 

1 Hardwire the MSEL pins to VCCA or GND without pull-up or pull-down resistors to 
avoid problems detecting an incorrect configuration scheme. Do not drive the MSEL 
pins with a microprocessor or another device.

Table 8–3. Configuration Schemes for Cyclone IV GX Devices (EP4CGX15, EP4CGX22, and EP4CGX30 [except for F484 
Package])

Configuration Scheme MSEL2 MSEL1 MSEL0 POR Delay Configuration Voltage Standard (V) (1)

AS

1 0 1 Fast 3.3

0 1 1 Fast 3.0, 2.5

0 0 1 Standard 3.3

0 1 0 Standard 3.0, 2.5

PS

1 0 0 Fast 3.3, 3.0, 2.5

1 1 0 Fast 1.8, 1.5

0 0 0 Standard 3.3, 3.0, 2.5

JTAG-based configuration (2) (3) (3) (3) — —

Notes to Table 8–3:

(1) Configuration voltage standard applied to the VCCIO supply of the bank in which the configuration pins reside.
(2) JTAG-based configuration takes precedence over other configuration schemes, which means the MSEL pin settings are ignored.
(3) Do not leave the MSEL pins floating. Connect them to VCCA or GND. These pins support the non-JTAG configuration scheme used in production. 

Altera recommends connecting the MSEL pins to GND if your device is only using JTAG configuration.

Table 8–4. Configuration Schemes for Cyclone IV GX Devices (EP4CGX30 [only for F484 package], EP4CGX50, 
EP4CGX75, EP4CGX110, and EP4CGX150) (Part 1 of 2)

Configuration Scheme MSEL3 MSEL2 MSEL1 MSEL0 POR Delay Configuration Voltage Standard (V) (1)

AS

1 1 0 1 Fast 3.3

1 0 1 1 Fast 3.0, 2.5

1 0 0 1 Standard 3.3

1 0 1 0 Standard 3.0, 2.5

PS

1 1 0 0 Fast 3.3, 3.0, 2.5

1 1 1 0 Fast 1.8, 1.5

1 0 0 0 Standard 3.3, 3.0, 2.5

0 0 0 0 Standard 1.8, 1.5

FPP

0 0 1 1 Fast 3.3, 3.0, 2.5

0 1 0 0 Fast 1.8, 1.5

0 0 0 1 Standard 3.3, 3.0, 2.5

0 0 1 0 Standard 1.8, 1.5
Cyclone IV Device Handbook, May 2013 Altera Corporation
Volume 1



Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices 8–15
Configuration
four devices. During the first configuration cycle, the master device reads its 
configuration data from the serial configuration device while holding nCEO high. After 
completing its configuration cycle, the master device drives nCE low and sends the 
second copy of the configuration data to all three slave devices, configuring them 
simultaneously.

The advantage of the setup in Figure 8–4 is that you can have a different .sof for the 
master device. However, all the slave devices must be configured with the same .sof. 
You can either compress or uncompress the .sof in this configuration method.

1 You can still use this method if the master and slave devices use the same .sof.
May 2013 Altera Corporation Cyclone IV Device Handbook,
Volume 1



8–18 Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices
Configuration
Altera recommends putting a buffer before the DATA and DCLK output from the master 
device to avoid signal strength and signal integrity issues. The buffer must not 
significantly change the DATA-to-DCLK relationships or delay them with respect to other 
AS signals (ASDI and nCS). Also, the buffer must only drive the slave devices to ensure 
that the timing between the master device and the serial configuration device is 
unaffected.

This configuration method supports both compressed and uncompressed .sof. 
Therefore, if the configuration bitstream size exceeds the capacity of a serial 
configuration device, you can enable the compression feature in the .sof or you can 
select a larger serial configuration device.

Guidelines for Connecting a Serial Configuration Device to Cyclone IV 
Devices for an AS Interface
For single- and multi-device AS configurations, the board trace length and loading 
between the supported serial configuration device and Cyclone IV device must follow 
the recommendations listed in Table 8–7.

Estimating AS Configuration Time

AS configuration time is dominated by the time it takes to transfer data from the serial 
configuration device to the Cyclone IV device. This serial interface is clocked by the 
Cyclone IV device DCLK output (generated from a 40-MHz internal oscillator for 
Cyclone IV E devices, a 20- or 40-MHz internal oscillator, or an external CLKUSR of up 
to 40 MHz for Cyclone IV GX devices). 

Equation 8–2 and Equation 8–3 show the configuration time calculations.

Table 8–7. Maximum Trace Length and Loading for AS Configuration

Cyclone IV 
Device AS Pins

Maximum Board Trace Length from a 
Cyclone IV Device to a Serial Configuration 

Device (Inches) Maximum Board Load (pF)

Cyclone IV E Cyclone IV GX

DCLK 10 6 15

DATA[0] 10 6 30

nCSO 10 6 30

ASDO 10 6 30

Note to Table 8–7:

(1) For multi-devices AS configuration using Cyclone IV E with 1,0 V core voltage, the maximum board trace-length 
from the serial configuration device to the junction-split on both DCLK and Data0 line is 3.5 inches.

Equation 8–2.

Equation 8–3.

Size maximum DCLK period
1 bit

---------------------------------------------------------------- 
  estimated maximum configuration ti=

9,600,000 bits 50 ns
1 bit
------------- 
  480 ms=
Cyclone IV Device Handbook, May 2013 Altera Corporation
Volume 1



Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices 8–35
Configuration
After the first device completes configuration in a multi-device configuration chain, 
its nCEO pin drives low to activate the nCE pin of the second device, which prompts the 
second device to begin configuration. The second device in the chain begins 
configuration in one clock cycle. Therefore, the transfer of data destinations is 
transparent to the external host device. nCONFIG, nSTATUS, DCLK, DATA[0], and 
CONF_DONE configuration pins are connected to every device in the chain. To ensure 
signal integrity and prevent clock skew problems, configuration signals may require 
buffering. Ensure that DCLK and DATA lines are buffered. All devices initialize and enter 
user mode at the same time because all CONF_DONE pins are tied together. 

If any device detects an error, configuration stops for the entire chain and you must 
reconfigure the entire chain because all nSTATUS and CONF_DONE pins are tied together. 
For example, if the first device flags an error on nSTATUS, it resets the chain by pulling 
its nSTATUS pin low. This behavior is similar to a single device detecting an error.

You can have multiple devices that contain the same configuration data in your 
system. To support this configuration scheme, all device nCE inputs are tied to GND, 
while the nCEO pins are left floating. nCONFIG, nSTATUS, DCLK, DATA[0], and CONF_DONE 
configuration pins are connected to every device in the chain. To ensure signal 
integrity and prevent clock skew problems, configuration signals may require 
buffering. Ensure that the DCLK and DATA lines are buffered. Devices must be of the 
same density and package. All devices start and complete configuration at the same 
time.

Figure 8–15 shows a multi-device PS configuration when both Cyclone IV devices are 
receiving the same configuration data.

Figure 8–15. Multi-Device PS Configuration When Both Devices Receive the Same Data

Notes to Figure 8–15:

(1) You must connect the pull-up resistor to a supply that provides an acceptable input signal for all devices in the chain. 
VCC must be high enough to meet the VIH specification of the I/O on the device and the external host.

(2) The nCEO pins of both devices are left unconnected or used as user I/O pins when configuring the same configuration 
data into multiple devices.

(3) The MSEL pin settings vary for different configuration voltage standards and POR time. To connect the MSEL pins, 
refer to Table 8–3 on page 8–8, Table 8–4 on page 8–8, and Table 8–5 on page 8–9. Connect the MSEL pins directly 
to VCCA or GND. 

(4) All I/O inputs must maintain a maximum AC voltage of 4.1 V. DATA[0] and DCLK must fit the maximum overshoot 
outlined in Equation 8–1 on page 8–5.
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1–2 Chapter 1: Cyclone IV Transceivers Architecture
Transceiver Architecture

Cyclone IV Device Handbook, February 2015 Altera Corporation
Volume 2

1 The Cyclone IV GX device includes a hard intellectual property (IP) implementation 
of the PCIe MegaCore® functions, supporting Gen1 ×1, ×2, and ×4 initial lane widths 
configured in the root port or endpoint mode. For more information, refer to “PCI-
Express Hard IP Block” on page 1–46.

Transceiver Architecture
Cyclone IV GX devices offer either one or two transceiver blocks per device, 
depending on the package. Each block consists of four full-duplex (transmitter and 
receiver) channels, located on the left side of the device (in a die-top view). Figure 1–1 
and Figure 1–2 show the die-top view of the transceiver block and related resource 
locations in Cyclone IV GX devices.

Figure 1–1. F324 and Smaller Packages with Transceiver Channels for Cyclone IV GX Devices

Note to Figure 1–1:

(1) Channel 2 and Channel 3 are not available in the F169 and smaller packages.
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Chapter 1: Cyclone IV Transceivers Architecture 1–47
Transceiver Functional Modes

February 2015 Altera Corporation Cyclone IV Device Handbook,
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The hard IP block supports 1, 2, or 4 initial lane configurations with a maximum 
payload of 256 bytes at Gen1 frequency. The application interface is 64 bits with a data 
width of 16 bits per channel running at up to 125 MHz. As a hard macro and a verified 
block, it uses very few FPGA resources, while significantly reducing design risk and 
the time required to achieve timing closure. It is compliant with the PCI Express Base 
Specification 1.1. You do not have to pay a licensing fee to use this module. 
Configuring the hard IP block requires using the PCI Express Compiler.

f For more information about the hard IP block, refer to the PCI Express Compiler User 
Guide.

Figure 1–43 shows the lane placement requirements when implementing PCIe with 
hard IP block.

Transceiver Functional Modes
The Cyclone IV GX transceiver supports the functional modes as listed in Table 1–14 
for protocol implementation.

Figure 1–43. PCIe with Hard IP Block Lane Placement Requirements (1)

Note to Figure 1–43:

(1) Applicable for PCIe ×1, ×2, and ×4 implementations with hard IP blocks only.

Channel 3

Channel 2

Channel 1

Channel 0

PCIe Lane 3

PCIe Lane 2

PCIe Lane 1

PCIe Lane 0

PCIe
hard IP

Transceiver
Block GXBL0

Table 1–14. Transceiver Functional Modes for Protocol Implementation (Part 1 of 2)

Functional Mode Protocol Key Feature Reference

Basic Proprietary, SATA, V-
by-One, Display Port

Low latency PCS, transmitter in electrical idle, signal 
detect at receiver, wider spread asynchronous SSC

“Basic Mode” on 
page 1–48

PCI Express 
(PIPE)

PCIe Gen1 with PIPE 
Interface

PIPE ports, receiver detect, transmitter in electrical 
idle, electrical idle inference, signal detect at receiver, 
fast recovery, protocol-compliant word aligner and 
rate match FIFO, synchronous SSC

“PCI Express (PIPE) 
Mode” on page 1–52

GIGE GbE
Running disparity preservation, protocol-compliant 
word aligner, recovered clock port for applications 
such as Synchronous Ethernet

“GIGE Mode” on 
page 1–59

Serial RapidIO SRIO Protocol-compliant word aligner “Serial RapidIO Mode” 
on page 1–64

XAUI XAUI Deskew FIFO, protocol-compliant word aligner and 
rate match FIFO

“XAUI Mode” on 
page 1–67

http://www.altera.com/literature/ug/ug_pci_express.pdf
http://www.altera.com/literature/ug/ug_pci_express.pdf


Chapter 1: Cyclone IV Transceivers Architecture 1–57
Transceiver Functional Modes
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Fast Recovery from P0s State
The PCIe protocol defines fast training sequences for bit and byte synchronization to 
transition from L0s to L0 (PIPE P0s to P0) power states. The PHY must acquire bit and 
byte synchronization when transitioning from L0s to L0 state between 16 ns to 4 µs. 
Each Cyclone IV GX receiver channel has built-in fast recovery circuit that allows the 
receiver to meet the requirement when enabled. 

Electrical Idle Inference
In PIPE mode, the Cyclone IV GX transceiver supports inferring the electrical idle 
condition at each receiver instead of detecting the electrical idle condition using 
analog circuitry, as defined in the version 2.0 of PCIe Base Specification. The inference 
is supported using rx_elecidleinfersel[2..0] port, with valid driven values as 
listed in Table 1–17 in each link training and status state machine substate. 

The electrical idle inference module drives the pipeelecidle signal high in each 
receiver channel when an electrical idle condition is inferred. The electrical idle 
inference module cannot detect electrical idle exit condition based on the reception of 
the electrical idle exit ordered set, as specified in the PCI Express (PIPE) Base 
Specification.

1 When enabled, the electrical idle inference block uses electrical idle ordered set 
detection from the fast recovery circuitry to drive the pipeelecidle signal.

Compliance Pattern Transmission
In PIPE mode, the Cyclone IV GX transceiver supports compliance pattern 
transmission which requires the first /K28.5/ code group of the compliance pattern to 
be encoded with negative current disparity. This requirement is supported using a 
tx_forcedispcompliance port that when driven with logic high, the transmitter data 
on the tx_datain port is transmitted with negative current running disparity.

Table 1–17. Electrical Idle Inference Conditions 

rx_elecidleinfersel
[2..0]

Link Training and Status 
State Machine State Description

3'b100 L0 Absence of update_FC or alternatively skip ordered set in 128 s 
window

3'b101 Recovery.RcvrCfg Absence of TS1 or TS2 ordered set in 1280 UI interval

3'b101
Recovery.Speed when 
successful speed 
negotiation = 1'b1

Absence of TS1 or TS2 ordered set in 1280 UI interval

3'b110
Recovery.Speed when 
successful speed 
negotiation = 1'b0

Absence of an exit from electrical idle in 2000 UI interval

3'b111 Loopback.Active (as slave) Absence of an exit from electrical idle in 128 s window
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Clock Rate Compensation
In XAUI mode, the rate match FIFO compensates up to ±100 ppm (200 ppm total) 
difference between the upstream transmitter and the local receiver reference clock. 
The XAUI protocol requires the transmitter to send /R/ (/K28.0/) code groups 
simultaneously on all four lanes (denoted as ||R|| column) during inter-packet 
gaps, adhering to rules listed in the IEEE P802.3ae specification.

The rate match operation begins after rx_syncstatus and rx_channelaligned are 
asserted. The rx_syncstatus signal is from the word aligner, indicating that 
synchronization is acquired on all four channels, while rx_channelaligned signal is 
from the deskew FIFO, indicating channel alignment. 

The rate match FIFO looks for the ||R|| column (simultaneous /R/ code groups on 
all four channels) and deletes or inserts ||R|| columns to prevent the rate match 
FIFO from overflowing or under running. The rate match FIFO can insert or delete as 
many ||R|| columns as necessary to perform the rate match operation.

The rx_rmfifodatadeleted and rx_rmfifodatainserted flags that indicate rate 
match FIFO deletion and insertion events, respectively, are forwarded to the FPGA 
fabric. If an ||R|| column is deleted, the rx_rmfifodeleted flag from each of the 
four channels goes high for one clock cycle per deleted ||R|| column. If an ||R|| 
column is inserted, the rx_rmfifoinserted flag from each of the four channels goes 
high for one clock cycle per inserted ||R|| column.

1 The rate match FIFO does not insert or delete code groups automatically to overcome 
FIFO empty or full conditions. In this case, the rate match FIFO asserts the 
rx_rmfifofull and rx_rmfifoempty flags for at least three recovered clock cycles to 
indicate rate match FIFO full and empty conditions, respectively. You must then assert 
the rx_digitalreset signal to reset the receiver PCS blocks.

Deterministic Latency Mode
Deterministic Latency mode provides the transceiver configuration that allows no 
latency uncertainty in the datapath and features to strictly control latency variation. 
This mode supports non-bonded (×1) and bonded (×4) channel configurations, and is 
typically used to support CPRI and OBSAI protocols that require accurate delay 
measurements along the datapath. The Cyclone IV GX transceivers configured in 
Deterministic Latency mode provides the following features:

■ registered mode phase compensation FIFO

■ receive bit-slip indication

■ transmit bit-slip control

■ PLL PFD feedback
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Figure 1–69 shows the transceiver configuration in SDI mode.

1 Altera recommends driving rx_bitslip port low in configuration where low-latency 
PCS is not enabled. In SDI systems, the word alignment and framing occurs after de-
scrambling, which is implemented in the user logic. The word alignment therefore is 
not useful, and keeping rx_bitslip port low avoids the word aligner from inserting 
bits in the received data stream.

Loopback
Cyclone IV GX devices provide three loopback options that allow you to verify the 
operation of different functional blocks in the transceiver channel. The following 
loopback modes are available:

■ reverse parallel loopback (available only for PIPE mode) 

■ serial loopback (available for all modes except PIPE mode)

■ reverse serial loopback (available for all modes except XAUI mode)

1 In each loopback mode, all transmitter buffer and receiver buffer settings are available 
if the buffers are active, unless stated otherwise.

Figure 1–69. Transceiver Configuration in SDI Mode 
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FPGA Fabric and ALTGX_RECONFIG Interface Signals

write_all Input

Assert this signal for one reconfig_clk clock cycle to initiate a write transaction from the 
ALTGX_RECONFIG instance to the ALTGX instance. 

You can use this signal in two ways for .mif-based modes:

■ Continuous write operation—select the Enable continuous write of all the words 
needed for reconfiguration option to pulse the write_all signal only once for writing 
a whole .mif. The What is the read latency of the MIF contents option is available for 
selection in this case only. Enter the desired latency in terms of the reconfig_clk 
cycles.

■ Regular write operation—when the Enable continuous write of all the words needed 
for reconfiguration option is disabled, every word of the .mif requires its own write 
cycle.

busy Output

This signal is used to indicate the busy status of the dynamic reconfiguration controller 
during offset cancellation. After the device powers up, this signal remains low for the first 
reconfig_clk clock cycle. It then is asserted and remains high when the dynamic 
reconfiguration controller performs offset cancellation on all the receiver channels 
connected to the ALTGX_RECONFIG instance.

Deassertion of the busy signal indicates the successful completion of the offset 
cancellation process. 

■ PMA controls reconfiguration mode—this signal is high when the dynamic 
reconfiguration controller performs a read or write transaction. 

■ Channel reconfiguration modes—this signal is high when the dynamic reconfiguration 
controller writes the .mif into the transceiver channel.

read Input

Assert this signal for one reconfig_clk clock cycle to initiate a read transaction. The 
read port is applicable only to the PMA controls reconfiguration mode. The read port is 
available when you select Analog controls in the Reconfiguration settings screen and 
select at least one of the PMA control ports in the Analog controls screen. 

data_valid Output

Applicable only to PMA controls reconfiguration mode. This port indicates the validity of 
the data read from the transceiver by the dynamic reconfiguration controller.

The data on the output read ports is valid only when the data_valid is high.

This signal is enabled when you enable at least one PMA control port used in read 
transactions, for example tx_vodctrl_out. 

error Output

This indicates that an unsupported operation was attempted. You can select this in the 
Error checks screen. The dynamic reconfiguration controller deasserts the busy signal and 
asserts the error signal for two reconfig_clk cycles when you attempt an unsupported 
operation. For more information, refer to “Error Indication During Dynamic 
Reconfiguration” on page 3–36.

Table 3–2. Dynamic Reconfiguration Controller Port List (ALTGX_RECONFIG Instance) (Part 2 of 7)

Port Name Input/
Output Description
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Figure 3–9 shows the connection for PMA reconfiguration mode.

Transceiver Channel Reconfiguration Mode
You can dynamically reconfigure the transceiver channel from an existing functional 
mode to a different functional mode by selecting the Channel Reconfiguration option 
in ALTGX and ALTGX_RECONFIG MegaWizards. The blocks that are reconfigured 
by channel reconfiguration mode are the PCS and RX PMA blocks of a transceiver 
channel.

1 For more information about reconfiguring the RX PMA blocks of the transceiver 
channel using channel reconfiguration mode, you can refer to “Data Rate 
Reconfiguration Mode Using RX Local Divider” on page 3–26.

In channel reconfiguration, only a write transaction can occur; no read transactions 
are allowed. You can optionally choose to trigger write_all once by selecting the 
continuous write operation in the ALTGX_RECONFIG MegaWizard Plug-In 
Manager. The Quartus II software then continuously writes all the words required for 
reconfiguration.

For channel reconfiguration, .mif files are required to dynamically reconfigure the 
transceivers channels in channel reconfiguration modes. The .mif carries the 
reconfiguration information that will be used to reconfigure the transceivers channel 
dynamically on-the-fly. The .mif contents is generated automatically when you select 
the Generate GXB Reconfig MIF option in the Quartus II software setting. For 
different .mif settings, you need to later reconfigure and recompile the ALTGX 
MegaWizard to generate the .mif based on the required reconfiguration settings. 

The dynamic reconfiguration controller can optionally perform a continuos write 
operation or a regular write operation of the .mif contents in terms of word size 
(16-bit data) to the transceivers channel that is selected for reconfiguration.

Figure 3–9. ALTGX and ALTGX_RECONFIG Connection for PMA Reconfiguration Mode 
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This section lists the electrostatic discharge (ESD) voltages using the human body 
model (HBM) and charged device model (CDM) for Cyclone IV devices general 
purpose I/Os (GPIOs) and high-speed serial interface (HSSI) I/Os. Table 1–5 lists the 
ESD for Cyclone IV devices GPIOs and HSSI I/Os.

VCCA_GXB
Transceiver PMA and auxiliary power 
supply — 2.375 2.5 2.625 V

VCCL_GXB
Transceiver PMA and auxiliary power 
supply — 1.16 1.2 1.24 V

VI DC input voltage — –0.5 — 3.6 V

VO DC output voltage — 0 — VCCIO V

TJ Operating junction temperature
For commercial use 0 — 85 °C

For industrial use –40 — 100 °C

tRAMP Power supply ramp time
Standard power-on reset 

(POR) (7) 50 µs — 50 ms —

Fast POR (8) 50 µs — 3 ms —

IDiode
Magnitude of DC current across 
PCI-clamp diode when enabled — — — 10 mA

Notes to Table 1–4:

(1) All VCCA pins must be powered to 2.5 V (even when PLLs are not used) and must be powered up and powered down at the same time.
(2) You must connect VCCD_PLL to VCCINT through a decoupling capacitor and ferrite bead.
(3) Power supplies must rise monotonically.
(4) VCCIO for all I/O banks must be powered up during device operation. Configurations pins are powered up by VCCIO of I/O Banks 3, 8, and 9 where 

I/O Banks 3 and 9 only support VCCIO of 1.5, 1.8, 2.5, 3.0, and 3.3 V. For fast passive parallel (FPP) configuration mode, the VCCIO level of I/O 
Bank 8 must be powered up to 1.5, 1.8, 2.5, 3.0, and 3.3 V.

(5) You must set VCC_CLKIN to 2.5 V if you use CLKIN as a high-speed serial interface (HSSI) refclk or as a DIFFCLK input.
(6) The CLKIN pins in I/O Banks 3B and 8B can support single-ended I/O standard when the pins are used to clock left PLLs in non-transceiver 

applications.
(7) The POR time for Standard POR ranges between 50 and 200 ms. VCCINT, VCCA, and VCCIO of I/O Banks 3, 8, and 9 must reach the recommended 

operating range within 50 ms.
(8) The POR time for Fast POR ranges between 3 and 9 ms. VCCINT, VCCA, and VCCIO of I/O Banks 3, 8, and 9 must reach the recommended operating 

range within 3 ms.

Table 1–4. Recommended Operating Conditions for Cyclone IV GX Devices (Part 2 of 2)

Symbol Parameter Conditions Min Typ Max Unit

Table 1–5. ESD for Cyclone IV Devices GPIOs and HSSI I/Os

Symbol Parameter Passing Voltage Unit

VESDHBM
ESD voltage using the HBM (GPIOs) (1) ± 2000 V

ESD using the HBM (HSSI I/Os) (2) ± 1000 V

VESDCDM
ESD using the CDM (GPIOs) ± 500 V

ESD using the CDM (HSSI I/Os) (2) ± 250 V

Notes to Table 1–5:

(1) The passing voltage for EP4CGX15 and EP4CGX30 row I/Os is ±1000V.
(2) This value is applicable only to Cyclone IV GX devices.
Cyclone IV Device Handbook, December 2016 Altera Corporation
Volume 3
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