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Additional Information
This chapter provides additional information about the document and Altera.

About this Handbook
This handbook provides comprehensive information about the Altera® Cyclone® IV 
family of devices. 

How to Contact Altera
To locate the most up-to-date information about Altera products, refer to the 
following table.

Typographic Conventions
The following table shows the typographic conventions this document uses.

Contact (1) Contact Method Address

Technical support Website www.altera.com/support

Technical training
Website www.altera.com/training

Email custrain@altera.com

Product literature Website www.altera.com/literature

Nontechnical support (general) Email nacomp@altera.com

(software licensing) Email authorization@altera.com

Note to Table:
(1) You can also contact your local Altera sales office or sales representative. 

Visual Cue Meaning

Bold Type with Initial Capital 
Letters

Indicate command names, dialog box titles, dialog box options, and other GUI 
labels. For example, Save As dialog box. For GUI elements, capitalization matches 
the GUI.

bold type
Indicates directory names, project names, disk drive names, file names, file name 
extensions, software utility names, and GUI labels. For example, \qdesigns 
directory, D: drive, and chiptrip.gdf file.

Italic Type with Initial Capital Letters Indicate document titles. For example, Stratix IV Design Guidelines.

italic type
Indicates variables. For example, n + 1.

Variable names are enclosed in angle brackets (< >). For example, <file name> and 
<project name>.pof file. 

Initial Capital Letters Indicate keyboard keys and menu names. For example, the Delete key and the 
Options menu. 

“Subheading Title” Quotation marks indicate references to sections in a document and titles of 
Quartus II Help topics. For example, “Typographic Conventions.”
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Section I. Device Core
This section provides a complete overview of all features relating to the Cyclone® IV 
device family, which is the most architecturally advanced, high-performance, 
low-power FPGA in the marketplace. This section includes the following chapters:

■ Chapter 1, Cyclone IV FPGA Device Family Overview

■ Chapter 2, Logic Elements and Logic Array Blocks in Cyclone IV Devices

■ Chapter 3, Memory Blocks in Cyclone IV Devices

■ Chapter 4, Embedded Multipliers in Cyclone IV Devices

■ Chapter 5, Clock Networks and PLLs in Cyclone IV Devices

Revision History
Refer to each chapter for its own specific revision history. For information about when 
each chapter was updated, refer to the Chapter Revision Dates section, which appears 
in the complete handbook.
Cyclone IV Device Handbook,
Volume 1



5–12 Chapter 5: Clock Networks and PLLs in Cyclone IV Devices
Clock Networks
GCLK Network Clock Source Generation
Figure 5–2, Figure 5–3, and Figure 5–4 on page 5–14 show the Cyclone IV PLLs, clock 
inputs, and clock control block location for different Cyclone IV device densities.

Figure 5–2. Clock Networks and Clock Control Block Locations in EP4CGX15, EP4CGX22, and EP4CGX30 Devices (1), (2)

Notes to Figure 5–2:

(1) The clock networks and clock control block locations apply to all EP4CGX15, EP4CGX22, and EP4CGX30 devices except EP4CGX30 device in F484 
package.

(2) PLL_1 and PLL_2 are multipurpose PLLs while PLL_3 and PLL_4 are general purpose PLLs.
(3) There are five clock control blocks on each side.
(4) PLL_4 is only available in EP4CGX22 and EP4CGX30 devices in F324 package.
(5) The EP4CGX15 device has two DPCLK pins on three sides of the device: DPCLK2 and DPCLK5 on bottom side, DPCLK7 and DPCLK8 on the right 

side, DPCLK10 and DPCLK13 on the top side of device.
(6) Dedicated clock pins can feed into this PLL. However, these paths are not fully compensated.
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Chapter 5: Clock Networks and PLLs in Cyclone IV Devices 5–23
Clock Feedback Modes
Clock Feedback Modes
Cyclone IV PLLs support up to five different clock feedback modes. Each mode 
allows clock multiplication and division, phase shifting, and programmable duty 
cycle. For the supported feedback modes, refer to Table 5–5 on page 5–18 for 
Cyclone IV GX PLLs and Table 5–6 on page 5–19 for Cyclone IV E PLLs.

1 Input and output delays are fully compensated by the PLL only if you are using the 
dedicated clock input pins associated with a given PLL as the clock sources. 

When driving the PLL using the GCLK network, the input and output delays may not 
be fully compensated in the Quartus II software. 

Source-Synchronous Mode
If the data and clock arrive at the same time at the input pins, the phase relationship 
between the data and clock remains the same at the data and clock ports of any I/O 
element input register. 

Figure 5–12 shows an example waveform of the data and clock in this mode. Use this 
mode for source-synchronous data transfers. Data and clock signals at the I/O 
element experience similar buffer delays as long as the same I/O standard is used.

Source-synchronous mode compensates for delay of the clock network used, 
including any difference in the delay between the following two paths:

■ Data pin to I/O element register input

■ Clock input pin to the PLL phase frequency detector (PFD) input

1 Set the input pin to the register delay chain in the I/O element to zero in the 
Quartus II software for all data pins clocked by a source-synchronous mode PLL. 
Also, all data pins must use the PLL COMPENSATED logic option in the Quartus II 
software.

Figure 5–12. Phase Relationship Between Data and Clock in Source-Synchronous Mode

Data pin

PLL reference
clock at input pin

Data at register

Clock at register
October 2012 Altera Corporation Cyclone IV Device Handbook,
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5–42 Chapter 5: Clock Networks and PLLs in Cyclone IV Devices
Document Revision History
Document Revision History
Table 5–14 lists the revision history for this chapter.

Table 5–14. Document Revision History

Date Version Changes

October 2012 2.4
■ Updated “Manual Override” and “PLL Cascading” sections.

■ Updated Figure 5–9.

November 2011 2.3
■ Updated the “Dynamic Phase Shifting” section.

■ Updated Figure 5–26.

December 2010 2.2

■ Updated for the Quartus II software version 10.1 release.

■ Updated Figure 5–3 and Figure 5–10.

■ Updated “GCLK Network Clock Source Generation”, “PLLs in Cyclone IV Devices”, 
and “Manual Override” sections.

■ Minor text edits.

July 2010 2.1

■ Updated Figure 5–2, Figure 5–3, Figure 5–4, and Figure 5–10.

■ Updated Table 5–1, Table 5–2, and Table 5–5.

■ Updated “Clock Feedback Modes” section.

February 2010 2.0

■ Added Cyclone IV E devices information for the Quartus II software version 9.1 SP1 
release.

■ Updated “Clock Networks” section.

■ Updated Table 5–1 and Table 5–2.

■ Added Table 5–3.

■ Updated Figure 5–2, Figure 5–3, and Figure 5–9.

■ Added Figure 5–4 and Figure 5–10.

November 2009 1.0 Initial release.
Cyclone IV Device Handbook, October 2012 Altera Corporation
Volume 1



6–16 Chapter 6: I/O Features in Cyclone IV Devices
I/O Banks
I/O Banks
I/O pins on Cyclone IV devices are grouped together into I/O banks. Each bank has a 
separate power bus. 

Cyclone IV E devices have eight I/O banks, as shown in Figure 6–9. Each device I/O 
pin is associated with one I/O bank. All single-ended I/O standards are supported in 
all banks except HSTL-12 Class II, which is only supported in column I/O banks. All 
differential I/O standards are supported in all banks. The only exception is HSTL-12 
Class II, which is only supported in column I/O banks.

Cyclone IV GX devices have up to ten I/O banks and two configuration banks, as 
shown in Figure 6–10 on page 6–18 and Figure 6–11 on page 6–19. The Cyclone IV GX 
configuration I/O bank contains three user I/O pins that can be used as normal user 
I/O pins if they are not used in configuration modes. Each device I/O pin is 
associated with one I/O bank. All single-ended I/O standards are supported except 
HSTL-12 Class II, which is only supported in column I/O banks. All differential I/O 
standards are supported in top, bottom, and right I/O banks. The only exception is 
HSTL-12 Class II, which is only supported in column I/O banks.

The entire left side of the Cyclone IV GX devices contain dedicated high-speed 
transceiver blocks for high speed serial interface applications. There are a total of 2, 4, 
and 8 transceiver channels for Cyclone IV GX devices, depending on the density and 
package of the device. For more information about the transceiver channels 
supported, refer to Figure 6–10 on page 6–18 and Figure 6–11 on page 6–19.
Cyclone IV Device Handbook, March 2016 Altera Corporation
Volume 1



Chapter 6: I/O Features in Cyclone IV Devices 6–25
High-Speed I/O Interface
Table 6–6 and Table 6–7 summarize which I/O banks support these I/O standards in 
the Cyclone IV device family.

Table 6–6. Differential I/O Standards Supported in Cyclone IV E I/O Banks 

Differential I/O Standards I/O Bank Location External Resistor 
Network at Transmitter Transmitter (TX) Receiver (RX)

LVDS
1,2,5,6 Not Required v v

All Three Resistors

RSDS

1,2,5,6 Not Required

v —3,4,7,8 Three Resistors

All Single Resistor

mini-LVDS
1,2,5,6 Not Required v —

All Three Resistors

PPDS
1,2,5,6 Not Required v —

All Three Resistors

BLVDS (1) All Single Resistor v v
LVPECL (2) All — — v
Differential SSTL-2 (3) All — v v
Differential SSTL-18 (3) All — v v
Differential HSTL-18 (3) All — v v
Differential HSTL-15 (3) All — v v
Differential HSTL-12 (3), (4) All — v v
Notes to Table 6–6:

(1) Transmitter and Receiver fMAX depend on system topology and performance requirement.
(2) The LVPECL I/O standard is only supported on dedicated clock input pins.
(3) The differential SSTL-2, SSTL-18, HSTL-18, HSTL-15, and HSTL-12 I/O standards are only supported on clock input pins and PLL output clock 

pins. PLL output clock pins do not support Class II interface type of differential SSTL-18, HSTL-18, HSTL-15, and HSTL-12 I/O standards.
(4) Differential HSTL-12 Class II is supported only in column I/O banks.
March 2016 Altera Corporation Cyclone IV Device Handbook,
Volume 1



6–38 Chapter 6: I/O Features in Cyclone IV Devices
Software Overview
Board Design Considerations
This section explains how to achieve the optimal performance from a Cyclone IV I/O 
interface and ensure first-time success in implementing a functional design with 
optimal signal quality. You must consider the critical issues of controlled impedance 
of traces and connectors, differential routing, and termination techniques to get the 
best performance from Cyclone IV devices. 

Use the following general guidelines to improve signal quality:

■ Base board designs on controlled differential impedance. Calculate and compare 
all parameters, such as trace width, trace thickness, and the distance between two 
differential traces.

■ Maintain equal distance between traces in differential I/O standard pairs as much 
as possible. Routing the pair of traces close to each other maximizes the 
common-mode rejection ratio (CMRR).

■ Longer traces have more inductance and capacitance. These traces must be as 
short as possible to limit signal integrity issues.

■ Place termination resistors as close to receiver input pins as possible.

■ Use surface mount components.

■ Avoid 90° corners on board traces.

■ Use high-performance connectors.

■ Design backplane and card traces so that trace impedance matches the impedance 
of the connector and termination.

■ Keep an equal number of vias for both signal traces.

■ Create equal trace lengths to avoid skew between signals. Unequal trace lengths 
result in misplaced crossing points and decrease system margins as the TCCS 
value increases.

■ Limit vias because they cause discontinuities.

■ Keep switching transistor-to-transistor logic (TTL) signals away from differential 
signals to avoid possible noise coupling.

■ Do not route TTL clock signals to areas under or above the differential signals.

■ Analyze system-level signals.

f For PCB layout guidelines, refer to AN 224: High-Speed Board Layout Guidelines and 
AN 315: Guidelines for Designing High-Speed FPGA PCBs.

Software Overview
Cyclone IV devices high-speed I/O system interfaces are created in core logic by a 
Quartus II software megafunction because they do not have a dedicated circuit for the 
SERDES. Cyclone IV devices use the I/O registers and LE registers to improve the 
timing performance and support the SERDES. The Quartus II software allows you to 
design your high-speed interfaces using ALTLVDS megafunction. This megafunction 
Cyclone IV Device Handbook, March 2016 Altera Corporation
Volume 1
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Chapter 7: External Memory Interfaces in Cyclone IV Devices 7–15
Cyclone IV Devices Memory Interfaces Features
Figure 7–9 illustrates how the second output enable register extends the DQS 
high-impedance state by half a clock cycle during a write operation.

OCT with Calibration
Cyclone IV devices support calibrated on-chip series termination (RS OCT) in both 
vertical and horizontal I/O banks. To use the calibrated OCT, you must use the RUP 
and RDN pins for each RS OCT control block (one for each side). You can use each 
OCT calibration block to calibrate one type of termination with the same VCCIO for 
that given side. 

f For more information about the Cyclone IV devices OCT calibration block, refer to the 
Cyclone IV Device I/O Features chapter. 

PLL
When interfacing with external memory, the PLL is used to generate the memory 
system clock, the write clock, the capture clock and the logic-core clock. The system 
clock generates the DQS write signals, commands, and addresses. The write-clock is 
shifted by -90° from the system clock and generates the DQ signals during writes. You 
can use the PLL reconfiguration feature to calibrate the read-capture phase shift to 
balance the setup and hold margins.

1 The PLL is instantiated in the ALTMEMPHY megafunction. All outputs of the PLL are 
used when the ALTMEMPHY megafunction is instantiated to interface with external 
memories. PLL reconfiguration is used in the ALTMEMPHY megafunction to 
calibrate and track the read-capture phase to maintain the optimum margin.

f For more information about usage of PLL outputs by the ALTMEMPHY 
megafunction, refer to the External Memory Interface Handbook.

Figure 7–9. Extending the OE Disable by Half a Clock Cycle for a Write Transaction (1)

Note to Figure 7–9:

(1) The waveform reflects the software simulation result. The OE signal is an active low on the device. However, the 
Quartus II software implements the signal as an active high and automatically adds an inverter before the AOE register 
D input.
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8–44 Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices
Configuration
FPP Configuration Timing
Figure 8–22 shows the timing waveform for the FPP configuration when using an 
external host.

Table 8–13 lists the FPP configuration timing parameters for Cyclone IV devices.

Figure 8–22. FPP Configuration Timing Waveform (1)

Notes to Figure 8–22:

(1) The beginning of this waveform shows the device in user mode. In user mode, nCONFIG, nSTATUS, and CONF_DONE 
are at logic-high levels. When nCONFIG is pulled low, a reconfiguration cycle begins.

(2) After power up, the Cyclone IV device holds nSTATUS low during POR delay.
(3) After power up, before and during configuration, CONF_DONE is low.
(4) Do not leave DCLK floating after configuration. It must be driven high or low, whichever is more convenient.
(5) DATA[7..0] is available as a user I/O pin after configuration; the state of the pin depends on the dual-purpose pin 

settings.

nCONFIG

nSTATUS (2)

CONF_DONE (3)

DCLK 

DATA[7..0]

User I/O

INIT_DONE

Byte 0 Byte 1 Byte 2 Byte 3 Byte n-1

tCD2UM

tCF2ST1

tCF2CD

tCFG

tCH tCL

tDH

tDSU

tCF2CK

tSTATUS

tCLK
tCF2ST0

tST2CK

User Mode

(5)

Tri-stated with internal pull-up resistor

(4)

User ModeByte n

User mode

Table 8–13. FPP Timing Parameters for Cyclone IV Devices (Part 1 of 2)

Symbol Parameter
Minimum Maximum

Unit
Cyclone IV (1) Cyclone IV E (2) Cyclone IV (1) Cyclone IV E (2)

tCF2CD
nCONFIG low to 
CONF_DONE low — 500 ns

tCF2ST0
nCONFIG low to 
nSTATUS low

— 500 ns

tCFG
nCONFIG low pulse 
width

500 — ns

tSTATUS
nSTATUS low pulse 
width

45 230 (3) µs

tCF2ST1
nCONFIG high to 
nSTATUS high

— 230 (4) µs

tCF2CK

nCONFIG high to 
first rising edge on 
DCLK

230 (3) — µs
Cyclone IV Device Handbook, May 2013 Altera Corporation
Volume 1



Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices 8–47
Configuration
For device using VCCIO of 2.5, 3.0, and 3.3 V, refer to Figure 8–23. All I/O inputs must 
maintain a maximum AC voltage of 4.1 V because JTAG pins do not have the internal 
PCI clamping diodes to prevent voltage overshoot when using VCCIO of 2.5, 3.0, and 
3.3 V. You must power up the VCC of the download cable with a 2.5-V supply from 
VCCA. For device using VCCIO of 1.2, 1.5, and 1.8 V, refer to Figure 8–24. You can power 
up the VCC of the download cable with the supply from VCCIO.

Figure 8–23. JTAG Configuration of a Single Device Using a Download Cable (2.5, 3.0, and 3.3-V 
VCCIO Powering the JTAG Pins)

Notes to Figure 8–23:

(1) Connect these pull-up resistors to the VCCIO supply of the bank in which the pin resides.
(2) Connect the nCONFIG and MSEL pins to support a non-JTAG configuration scheme. If you only use JTAG 

configuration, connect the nCONFIG pin to logic-high and the MSEL pins to GND. In addition, pull DCLK and DATA[0] 
to either high or low, whichever is convenient on your board.

(3) Pin 6 of the header is a VIO reference voltage for the MasterBlaster output driver. VIO must match the device’s VCCA. 
For this value, refer to the MasterBlaster Serial/USB Communications Cable User Guide. When using the USB-Blaster, 
ByteBlaster II, ByteBlasterMV, and EthernetBlaster cables, this pin is a no connect.

(4) The nCE pin must be connected to GND or driven low for successful JTAG configuration.
(5) The nCEO pin is left unconnected or used as a user I/O pin when it does not feed the nCE pin of another device.
(6) Power up the VCC of the EthernetBlaster, ByteBlaster II, USB-Blaster, or ByteBlasterMV cable with a 2.5-V supply from 

VCCA. Third-party programmers must switch to 2.5 V. Pin 4 of the header is a VCC power supply for the MasterBlaster 
cable. The MasterBlaster cable can receive power from either 5.0- or 3.3-V circuit boards, DC power supply, or 5.0 V 
from the USB cable. For this value, refer to the MasterBlaster Serial/USB Communications Cable User Guide.

(7) Resistor value can vary from 1 k to 10 k..

nCE (4)

MSEL[ ]
nCONFIG
CONF_DONE

VCCA

VCCA (6)

GND

VCCIO (1)

GND

VCCIO (1)

(2)

VCCA

10 kΩ

10 kΩ

(7)

nSTATUS

Pin 1

Download Cable 10-Pin Male
Header (Top View)

GND

TCK
TDO

TMS
TDI

GND
VIO (3)

Cyclone IV Device 

nCEON.C. (5)

DCLK
DATA[0](2)

(2)

(2)

(7)

1 kΩ
May 2013 Altera Corporation Cyclone IV Device Handbook,
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8–74 Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices
Remote System Upgrade
Dedicated Remote System Upgrade Circuitry
This section describes the implementation of the Cyclone IV device remote system 
upgrade dedicated circuitry. The remote system upgrade circuitry is implemented in 
hard logic. This dedicated circuitry interfaces with the user-defined factory 
application configurations implemented in the Cyclone IV device logic array to 
provide the complete remote configuration solution. The remote system upgrade 
circuitry contains the remote system upgrade registers, a watchdog timer, and state 
machines that control those components. Figure 8–33 shows the data path of the 
remote system upgrade block.

Figure 8–33. Remote System Upgrade Circuit Data Path (1)

Notes to Figure 8–33:

(1) The RU_DOUT, RU_SHIFTnLD, RU_CAPTnUPDT, RU_CLK, RU_DIN,RU_nCONFIG, and RU_nRSTIMER signals are internally controlled 
by the ALTREMOTE_UPDATE megafunction.

(2) The RU_CLK refers to the ALTREMOTE_UPDATE megafunction block "clock" input. For more information, refer to the Remote Update Circuitry 
(ALTREMOTE_UPDATE) Megafunction User Guide.
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1–56 Chapter 1: Cyclone IV Transceivers Architecture
Transceiver Functional Modes

Cyclone IV Device Handbook, February 2015 Altera Corporation
Volume 2

Signal Detect at Receiver
In PIPE mode, signal detection is supported with the built-in signal threshold 
detection circuitry. When electrical idle inference is not enabled, the rx_signaldetect 
signal is inverted and available as pipeelecidle port in the PIPE interface.

Lane Synchronization
In PIPE mode, the word aligner is configured in automatic synchronization state 
machine mode that complies with the PCIe specification. Table 1–16 lists the 
synchronization state machine parameters that implement the PCIe-compliant 
synchronization.

Clock Rate Compensation
In PIPE mode, the rate match FIFO compensates up to ±300 ppm (600 ppm total) 
difference between the upstream transmitter and the local receiver reference clock. In 
PIPE mode, the rate match FIFO operation is compliant to the version 2.0 of the PCIe 
Base Specification. The PCIe protocol requires the receiver to recognize a skip (SKP) 
ordered set, and inserts or deletes only one SKP symbol per SKP ordered set received to 
prevent the rate match FIFO from overflowing or underflowing. The SKP ordered set 
is a /K28.5/ comma (COM) symbol followed by one to five consecutive /K28.0/ SKP 
symbols, which are sent by transmitter during the inter-packet gap.

The rate match operation begins after the synchronization state machine in the word 
aligner indicates synchronization is acquired, as indicated with logic high on 
rx_syncstatus signal. Rate match FIFO insertion and deletion events are 
communicated to FPGA fabric on the pipestatus[2..0] port from each channel. 

Low-Latency Synchronous PCIe
In PIPE mode, the Cyclone IV GX transceiver supports a lower latency in synchronous 
PCIe by reducing the latency across the rate match FIFO. In synchronous PCIe, the 
system uses a common reference clocking that gives a 0 ppm difference between the 
upstream transmitter's and local receiver's reference clock.

f When using common reference clocking, the transceiver supports spread-spectrum 
clocking. For more information about the SSC support in PCIe Express (PIPE) mode, 
refer to the Cyclone IV Device Data Sheet. 

Table 1–16. Synchronization State Machine Parameters (1)

Parameter Value

Number of valid synchronization (/K28.5/) code groups received to achieve 
synchronization 4

Number of erroneous code groups received to lose synchronization 17

Number of continuous good code groups received to reduce the error count by 
one 16

Note to Table 1–16:

(1) The word aligner supports 10-bit pattern lengths in PIPE mode.

http://www.altera.com/literature/hb/cyclone-iv/cyiv-53001.pdf
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The following are the channel reconfiguration mode options:

■ Channel interface reconfiguration

■ Data rate division at receiver channel

Channel Interface Reconfiguration Mode
Enable this option if the reconfiguration of the transceiver channel involves the 
following changes:

■ The reconfigured channel has a changed FPGA fabric-Transceiver channel 
interface data width

■ The reconfigured channel has changed input control signals and output status 
signals

■ The reconfigured channel has enabled and disabled the static PCS blocks of the 
transceiver channel

The following are the new input signals available when you enable this option:

■ tx_datainfull—the width of this input signal depends on the number of channels 
you set up in the ALTGX MegaWizard Plug-In Manager. It is 22 bits wide per 
channel. This signal is available only for Transmitter only and Receiver and 
Transmitter configurations. This port replaces the existing tx_datain port.

■ rx_dataoutfull—the width of this output signal depends on the number of 
channels you set up in the ALTGX MegaWizard Plug-In Manager. It is 32 bits wide 
per channel. This signal is available only for Receiver only and Receiver and 
Transmitter configurations. This port replaces the existing rx_dataout port. 

The Quartus II software has legality checks for the connectivity of tx_datainfull 
and rx_dataoutfull and the various control and status signals you enable in the 
Clocking/Interface screen. For example, the Quartus II software allows you to 
select and connect the pipestatus and powerdn signals. It assumes that you are 
planning to switch to and from PCI Express (PIPE) functional mode. 
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Option 3: Use the Respective Channel Receiver Core Clocks

■ Enable this option if you want the individual channel’s rx_clkout signal to 
provide the read clock to its respective Receive Phase Compensation FIFO. 

■ This option is typically enabled when the channel is reconfigured from a Basic or 
Protocol configuration with or without rate matching to another Basic or Protocol 
configuration with or without rate matching.

Figure 3–15 shows the respective rx_clkout of each channel clocking the respective 
receiver channels of a transceiver block.

PLL Reconfiguration Mode
Cyclone IV GX device support the PLL reconfiguration support through the 
ALTPLL_RECONFIG MegaWizard. You can use this mode to reconfigure the 
multipurpose PLL or general purpose PLL used to clock the transceiver channel 
without affecting the remaining blocks of the channel. When you reconfigure the 
multipurpose PLL or general purpose PLL of a transceiver block to run at a different 
data rate, all the transceiver channels listening to this multipurpose PLL or general 
purpose PLL also get reconfigured to the new data rate. Channel settings are not 
affected. When you reconfigure the multipurpose PLL or general purpose PLL to support 
a different data rate, you must ensure that the functional mode of the transceiver channel 
supports the reconfigured data rate.

The PLL reconfiguration mode can be enabled by selecting the Enable PLL 
Reconfiguration option in the ALTGX MegaWizard under Reconfiguration Setting 
tab. For multipurpose PLL or general purpose PLL reconfiguration, .mif files are 
required to dynamically reconfigure the PLL setting in order to change the output 
frequency of the transceiver PLL to support different data rates.

Figure 3–15. Option 3 for Receiver Core Clocking (Channel Reconfiguration Mode)

High-speed serial clock generated by the MPLL

FPGA Fabric Transceiver Block
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Table 3–7 lists the ALTGX megafunction ports for PLL Reconfiguration mode.

f For more information about the ALTPLL_RECONFIG megafunction port list, 
description and usage, refer to the Phase-Locked Loop Reconfiguration 
(ALTPL_RECONFIG) Megafunction User Guide.

Table 3–7. ALTGX Megafunction Port List for PLL Reconfiguration Mode  

Port Name (1) Input/ 
Output Description Comments

pll_areset [n..0] Input

Resets the transceiver PLL. The 
pll_areset are asserted in two 
conditions:

■ Used to reset the transceiver PLL 
during the reset sequence. During 
reset sequence, this signal is user 
controlled.

■ After the transceiver PLL is 
reconfigured, this signal is 
asserted high by the 
ALTPLL_RECONFIG controller. At 
this time, this signal is not user 
controlled. 

You must connect the pll_areset port of ALTGX to the 
pll_areset port of the ALTPLL_RECONFIG 
megafunction. 

The ALTPLL_RECONFIG controller asserts the 
pll_areset port at the next rising clock edge after the 
pll_reconfig_done signal from the ALTGX 
megafunction goes high. After the pll_reconfig_done 
signal goes high, the transceiver PLL is reset. When the 
PLL reconfiguration is completed, this reset is 
performed automatically by the ALTPLL_RECONFIG 
megafunction and is not user controlled. 

pll_scandata
[n..0]

Input
Receives the scan data input from 
the ALTPLL_RECONFIG 
megafunction.

The reconfigurable transceiver PLL received the scan 
data input through this port for the dynamically 
reconfigurable bits from the ALTPLL_RECONFIG 
controller. 

pll_scanclk
[n..0]

Input Drives the scanclk port on the 
reconfigurable transceiver PLL.

Connect the pll_scanclk port of the ALTGX 
megafunction to the ALTPLL_RECONFIG scanclk port. 

pll_scanclkena
[n..0] Input

Acts as a clock enable for the 
scanclk port on the reconfigurable 
transceiver PLL.

Connect the pll_scanclkena port of the ALTGX 
megafunction to the ALTPLL_RECONFIG scanclk port.

pll_configupdate
[n..0] Input Drives the configupdate port on 

the reconfigurable transceiver PLL.

This port is connected to the pll_configupdate port 
from the ALTPLL_RECONFIG controller. After the final 
data bit is sent out, the ALTPLL_RECONFIG controller 
asserts this signal. 

pll_reconfig_done[n..0] Output This signal is asserted to indicate the 
reconfiguration process is done.

Connect the pll_reconfig_done port to the 
pll_scandone port on the ALTPLL_RECONFIG 
controller. The transceiver PLL scandone output signal 
drives this port and determines when the PLL is 
reconfigured.

pll_scandataout
[n..0] Output This port scan out the current 

configuration of the transceiver PLL.

Connect the pll_scandataout port to the 
pll_scandataout port of the ALTPLL_RECONFIG 
controller. This port reads the current configuration of 
the transceiver PLL and send it to the 
ALTPLL_RECONFIG megafunction. 

Note to Table 3–7:

(1) <n> = (number of transceiver PLLs configured in the ALTGX MegaWizard)  - 1.

www.altera.com/literature/ug/ug_altpll_reconfig.pdf
www.altera.com/literature/ug/ug_altpll_reconfig.pdf
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Functional Simulation of the Dynamic Reconfiguration Process
This section describes the points to be considered during functional simulation of the 
dynamic reconfiguration process. 

■ You must connect the ALTGX_RECONFIG instance to the 
ALTGX_instance/ALTGX instances in your design for functional simulation.

■ The functional simulation uses a reduced timing model of the dynamic 
reconfiguration controller. The duration of the offset cancellation process is 16 
reconfig_clk clock cycles for functional simulation only.

■ The gxb_powerdown signal must not be asserted during the offset cancellation 
sequence (for functional simulation and silicon).
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