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Chapter 1: Cyclone IV FPGA Device Family Overview 1–11
Cyclone IV Device Family Architecture
Figure 1–1 shows the structure of the Cyclone IV GX transceiver.

f For more information, refer to the Cyclone IV Transceivers Architecture chapter.

Hard IP for PCI Express (Cyclone IV GX Devices Only)
Cyclone IV GX devices incorporate a single hard IP block for ×1, ×2, or ×4 PCIe (PIPE) 
in each device. This hard IP block is a complete PCIe (PIPE) protocol solution that 
implements the PHY-MAC layer, Data Link Layer, and Transaction Layer 
functionality. The hard IP for the PCIe (PIPE) block supports root-port and end-point 
configurations. This pre-verified hard IP block reduces risk, design time, timing 
closure, and verification. You can configure the block with the Quartus II software’s 
PCI Express Compiler, which guides you through the process step by step.

f For more information, refer to the PCI Express Compiler User Guide.

Figure 1–1. Transceiver Channel for the Cyclone IV GX Device
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Chapter 3: Memory Blocks in Cyclone IV Devices 3–17
Design Considerations
In this mode, you also have two output choices: Old Data mode or Don't Care mode. 
In Old Data mode, a read-during-write operation to different ports causes the RAM 
outputs to reflect the old data at that address location. In Don't Care mode, the same 
operation results in a “Don't Care” or unknown value on the RAM outputs.

f For more information about how to implement the desired behavior, refer to the RAM 
Megafunction User Guide.

Figure 3–16 shows a sample functional waveform of mixed port read-during-write 
behavior for Old Data mode. In Don't Care mode, the old data is replaced with 
“Don't Care”.

1 For mixed-port read-during-write operation with dual clocks, the relationship 
between the clocks determines the output behavior of the memory. If you use the 
same clock for the two clocks, the output is the old data from the address location. 
However, if you use different clocks, the output is unknown during the mixed-port 
read-during-write operation. This unknown value may be the old or new data at the 
address location, depending on whether the read happens before or after the write.

Conflict Resolution
When you are using M9K memory blocks in true dual-port mode, it is possible to 
attempt two write operations to the same memory location (address). Because there is 
no conflict resolution circuitry built into M9K memory blocks, this results in unknown 
data being written to that location. Therefore, you must implement conflict-resolution 
logic external to the M9K memory block.

Figure 3–16. Mixed Port Read-During-Write: Old Data Mode
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November 2011 Altera Corporation Cyclone IV Device Handbook,
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5–22 Chapter 5: Clock Networks and PLLs in Cyclone IV Devices
Cyclone IV PLL Hardware Overview
Figure 5–11 shows the external clock outputs for PLLs.

Each pin of a differential output pair is 180° out of phase. The Quartus II software 
places the NOT gate in your design into the I/O element to implement 180° phase 
with respect to the other pin in the pair. The clock output pin pairs support the same 
I/O standards as standard output pins. 

f To determine which I/O standards are supported by the PLL clock input and output 
pins, refer to the Cyclone IV Device I/O Features chapter.

Cyclone IV PLLs can drive out to any regular I/O pin through the GCLK. You can also 
use the external clock output pins as GPIO pins if external PLL clocking is not 
required.

Figure 5–11. External Clock Outputs for PLLs

Notes to Figure 5–11:

(1) These external clock enable signals are available only when using the ALTCLKCTRL megafunction. 
(2) PLL#_CLKOUTp and PLL#_CLKOUTn pins are dual-purpose I/O pins that you can use as one single-ended clock 

output or one differential clock output. When using both pins as single-ended I/Os, one of them can be the clock 
output while the other pin is configured as a regular user I/O. 

C0

C1

C2

C4

C3PLL#

clkena 1 (1)

clkena 0 (1)

PLL#_CLKOUTp (2)

PLL#_CLKOUTn (2)
Cyclone IV Device Handbook, October 2012 Altera Corporation
Volume 1
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5–34 Chapter 5: Clock Networks and PLLs in Cyclone IV Devices
PLL Reconfiguration
PLL Reconfiguration
PLLs use several divide counters and different VCO phase taps to perform frequency 
synthesis and phase shifts. In PLLs of Cyclone IV devices, you can reconfigure both 
counter settings and phase shift the PLL output clock in real time. You can also change 
the charge pump and loop filter components, which dynamically affects PLL 
bandwidth. You can use these PLL components to update the output clock frequency, 
PLL bandwidth, and phase shift in real time, without reconfiguring the entire FPGA.

The ability to reconfigure the PLL in real time is useful in applications that might 
operate at multiple frequencies. It is also useful in prototyping environments, 
allowing you to sweep PLL output frequencies and adjust the output clock phase 
dynamically. For instance, a system generating test patterns is required to generate 
and send patterns at 75 or 150 MHz, depending on the requirements of the device 
under test. Reconfiguring PLL components in real time allows you to switch between 
two such output frequencies in a few microseconds.

You can also use this feature to adjust clock-to-out (tCO) delays in real time by 
changing the PLL output clock phase shift. This approach eliminates the need to 
regenerate a configuration file with the new PLL settings.

PLL Reconfiguration Hardware Implementation
The following PLL components are configurable in real time:

■ Pre-scale counter (N)

■ Feedback counter (M)

■ Post-scale output counters (C0–C4)

■ Dynamically adjust the charge pump current (ICP) and loop filter components 
(R, C) to facilitate on-the-fly reconfiguration of the PLL bandwidth
Cyclone IV Device Handbook, October 2012 Altera Corporation
Volume 1



II–2 Section II: I/O Interfaces

Cyclone IV Device Handbook, March 2016 Altera Corporation
Volume 1



Chapter 6: I/O Features in Cyclone IV Devices 6–3
I/O Element Features
Figure 6–1 shows the Cyclone IV devices IOE structure for single data rate (SDR) 
operation. 

I/O Element Features
The Cyclone IV IOE offers a range of programmable features for an I/O pin. These 
features increase the flexibility of I/O utilization and provide a way to reduce the 
usage of external discrete components, such as pull-up resistors and diodes.

Programmable Current Strength
The output buffer for each Cyclone IV I/O pin has a programmable current strength 
control for certain I/O standards. 

The LVTTL, LVCMOS, SSTL-2 Class I and II, SSTL-18 Class I and II, HSTL-18 Class I 
and II, HSTL-15 Class I and II, and HSTL-12 Class I and II I/O standards have several 
levels of current strength that you can control.

Figure 6–1. Cyclone IV IOEs in a Bidirectional I/O Configuration for SDR Mode

Note to Figure 6–1:

(1) Tri-state control is not available for outputs configured with true differential I/O standards.
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8–6 Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices
Configuration
Configuration Process
This section describes Cyclone IV device configuration requirements and includes the 
following topics:

■ “Power Up” on page 8–6

■ “Reset” on page 8–6

■ “Configuration” on page 8–6

■ “Configuration Error” on page 8–7

■ “Initialization” on page 8–7

■ “User Mode” on page 8–7

f For more information about the Altera® FPGA configuration cycle state machine, refer 
to the Configuring Altera FPGAs chapter in volume 1 of the Configuration Handbook.

Power Up
If the device is powered up from the power-down state, VCCINT, VCCA, and VCCIO (for 
the I/O banks in which the configuration and JTAG pins reside) must be powered up 
to the appropriate level for the device to exit from POR. 

Reset
After power up, Cyclone IV devices go through POR. POR delay depends on the MSEL 
pin settings, which correspond to your configuration scheme. During POR, the device 
resets, holds nSTATUS and CONF_DONE low, and tri-states all user I/O pins (for PS and 
FPP configuration schemes only). 

1 To tri-state the configuration bus for AS and AP configuration schemes, you must tie 
nCE high and nCONFIG low. 

The user I/O pins and dual-purpose I/O pins have weak pull-up resistors, which are 
always enabled (after POR) before and during configuration. When the device exits 
POR, all user I/O pins continue to tri-state. While nCONFIG is low, the device is in 
reset. When nCONFIG goes high, the device exits reset and releases the open-drain 
nSTATUS pin, which is then pulled high by an external 10-k pull-up resistor. After 
nSTATUS is released, the device is ready to receive configuration data and the 
configuration stage starts.

f For more information about the value of the weak pull-up resistors on the I/O pins 
that are on before and during configuration, refer to the Cyclone IV Device Datasheet 
chapter.

Configuration
Configuration data is latched into the Cyclone IV device at each DCLK cycle. However, 
the width of the data bus and the configuration time taken for each scheme are 
different. After the device receives all the configuration data, the device releases the 
open-drain CONF_DONE pin, which is pulled high by an external 10-kpull-up resistor. 
A low-to-high transition on the CONF_DONE pin indicates that the configuration is 
complete and initialization of the device can begin. 
Cyclone IV Device Handbook, May 2013 Altera Corporation
Volume 1
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8–36 Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices
Configuration
PS Configuration Timing
A PS configuration must meet the setup and hold timing parameters and the 
maximum clock frequency. When using a microprocessor or another intelligent host 
to control the PS interface, ensure that you meet these timing requirements. 
Figure 8–16 shows the timing waveform for PS configuration when using an external 
host device.

Table 8–12 lists the PS configuration timing parameters for Cyclone IV devices.

Figure 8–16. PS Configuration Timing Waveform (1)

Notes to Figure 8–16:

(1) The beginning of this waveform shows the device in user mode. In user mode, nCONFIG, nSTATUS, and CONF_DONE 
are at logic-high levels. When nCONFIG is pulled low, a reconfiguration cycle begins.

(2) After power up, the Cyclone IV device holds nSTATUS low during POR delay.
(3) After power up, before and during configuration, CONF_DONE is low.
(4) In user mode, drive DCLK either high or low when using the PS configuration scheme, whichever is more convenient. 

When using the AS configuration scheme, DCLK is a Cyclone IV device output pin and must not be driven externally. 
(5) Do not leave the DATA[0]pin floating after configuration. Drive the DATA[0]pin high or low, whichever is more 

convenient.

nCONFIG

nSTATUS (2)

CONF_DONE (3)

DCLK (4)

DATA[0]

User I/O

INIT_DONE

Bit 0 Bit 1 Bit 2 Bit 3 Bit n

tCD2UM

tCF2ST1

tCF2CD

tCFG

tCH tCL

tDH

tDSU

tCF2CK

tSTATUS

tCLK
tCF2ST0

tST2CK

User Mode

(5)

Tri-stated with internal pull-up resistorUser mode

Table 8–12. PS Configuration Timing Parameters For Cyclone IV Devices (Part 1 of 2)

Symbol Parameter
Minimum Maximum

Unit
Cyclone IV (1) Cyclone IV E (2) Cyclone IV (1) Cyclone IV E (2)

tCF2CD
nCONFIG low to 
CONF_DONE low — 500 ns

tCF2ST0
nCONFIG low to 
nSTATUS low

— 500 ns

tCFG
nCONFIG low pulse 
width

500 — ns

tSTATUS
nSTATUS low pulse 
width

45 230 (3) µs
Cyclone IV Device Handbook, May 2013 Altera Corporation
Volume 1



Chapter 8: Configuration and Remote System Upgrades in Cyclone IV Devices 8–67
Configuration
DATA[7..2] I/O FPP, AP (2)
Inputs (FPP). 
Bidirectional 

(AP) (2)

In an AS or PS configuration scheme, DATA[7..2] 
function as user I/O pins during configuration, which 
means they are tri-stated.

After FPP configuration, DATA[7..2] are available as user 
I/O pins and the state of these pin depends on the 
Dual-Purpose Pin settings.

In an AP configuration scheme, for Cyclone IV E devices 
only, the byte-wide or word-wide configuration data is 
presented to the target Cyclone IV E device on DATA[7..0] 
or DATA[15..0], respectively. After AP configuration, 
DATA[7..2]are dedicated bidirectional pins with optional 
user control. (2)

DATA[15..8] I/O AP (2) Bidirectional

Data inputs. Word-wide configuration data is presented to 
the target Cyclone IV E device on DATA[15..0].

In a PS, FPP, or AS configuration scheme, DATA[15:8] 
function as user I/O pins during configuration, which 
means they are tri stated.

After AP configuration, DATA[15:8]are dedicated 
bidirectional pins with optional user control.

PADD[23..0] I/O AP (2) Output
In AP mode, it is a 24-bit address bus from the Cyclone IV E 
device to the parallel flash. Connects to the A[24:1]bus on 
the Micron P30 or P33 flash.

nRESET I/O AP (2) Output
Active-low reset output. Driving the nRESET pin low resets 
the parallel flash. Connects to the RST# pin on the Micron 
P30 or P33 flash.

nAVD I/O AP (2) Output

Active-low address valid output. Driving the nAVD pin low 
during read or write operation indicates to the parallel flash 
that a valid address is present on the PADD[23..0]address 
bus. Connects to the ADV# pin on the Micron P30 or P33 
flash.

nOE I/O AP (2) Output

Active-low output enable to the parallel flash. During the 
read operation, driving the nOE pin low enables the parallel 
flash outputs (DATA[15..0]). Connects to the OE# pin on 
the Micron P30 or P33 flash.

nWE I/O AP (2) Output

Active-low write enable to the parallel flash. During the 
write operation, driving the nWE pin low indicates to the 
parallel flash that data on the DATA[15..0]bus is valid. 
Connects to the WE# pin on the Micron P30 or P33 flash.

Note to Table 8–20:
(1) If you are accessing the EPCS device with the ALTASMI_PARALLEL megafunction or your own user logic in user mode, in the Device and Pin 

Options window of the Quartus II software, in the Dual-Purpose Pins category, select Use as regular I/O for this pin.
(2) The AP configuration scheme is for Cyclone IV E devices only.

Table 8–20. Dedicated Configuration Pins on the Cyclone IV Device (Part 4 of 4)

Pin Name User Mode Configuration 
Scheme Pin Type Description
May 2013 Altera Corporation Cyclone IV Device Handbook,
Volume 1



Chapter 9: SEU Mitigation in Cyclone IV Devices 9–7
Software Support
1 The divisor value divides the frequency of the configuration oscillator 
output clock. This output clock is used as the clock source for the error 
detection process.

8. Click OK.

Accessing Error Detection Block Through User Logic
The error detection circuit stores the computed 32-bit CRC signature in a 32-bit 
register, which is read out by user logic from the core. The cycloneiv_crcblock 
primitive is a WYSIWYG component used to establish the interface from the user 
logic to the error detection circuit. The cycloneiv_crcblock primitive atom contains 
the input and output ports that must be included in the atom. To access the logic 
array, the cycloneiv_crcblock WYSIWYG atom must be inserted into your design.

Figure 9–2. Enabling the Error Detection CRC Feature in the Quartus II Software
May 2013 Altera Corporation Cyclone IV Device Handbook,
Volume 1



9–8 Chapter 9: SEU Mitigation in Cyclone IV Devices
Software Support
Figure 9–3 shows the error detection block diagram in FPGA devices and shows the 
interface that the WYSIWYG atom enables in your design.

1 The user logic is affected by the soft error failure, so reading out the 32-bit CRC 
signature through the regout should not be relied upon to detect a soft error. You 
should rely on the CRC_ERROR output signal itself, because this CRC_ERROR output 
signal cannot be affected by a soft error.

To enable the cycloneiv_crcblock WYSIWYG atom, you must name the atom for 
each Cyclone IV device accordingly.

Example 9–1 shows an example of how to define the input and output ports of a 
WYSIWYG atom in a Cyclone IV device.

Figure 9–3. Error Detection Block Diagram
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Example 9–1. Error Detection Block Diagram

cycloneiv_crcblock<crcblock_name>

(

.clk(<clock source>),

.shiftnld(<shiftnld source>),

.ldsrc(<ldsrc source>),

.crcerror(<crcerror out destination>),

.regout(<output destination>),

);
Cyclone IV Device Handbook, May 2013 Altera Corporation
Volume 1



11–4 Chapter 11: Power Requirements for Cyclone IV Devices
Document Revision History
In some applications, it is necessary for a device to wake up very quickly to begin 
operation. Cyclone IV devices offer the Fast-On feature to support fast wake-up time 
applications. The MSEL pin settings determine the POR time (tPOR) of the device.

f For more information about the MSEL pin settings, refer to the Configuration and 
Remote System Upgrades in Cyclone IV Devices chapter.

f For more information about the POR specifications, refer to the Cyclone IV Device 
Datasheet chapter.

Document Revision History
Table 11–3 lists the revision history for this chapter.

Table 11–3. Document Revision History

Date Version Changes

May 2013 1.3 Updated Note (4) in Table 11–1.

July 2010 1.2

■ Updated for the Quartus II software version 10.0 release.

■ Updated “I/O Pins Remain Tri-stated During Power-Up” section.

■ Updated Table 11–1.

February 2010 1.1 Updated Table 11–1 and Table 11–2 for the Quartus II software version 9.1 SP1 
release.

November 2009 1.0 Initial release.
Cyclone IV Device Handbook, May 2013 Altera Corporation
Volume 1
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1–22 Chapter 1: Cyclone IV Transceivers Architecture
Receiver Channel Datapath

Cyclone IV Device Handbook, February 2015 Altera Corporation
Volume 2

synchronization state machine mode. In bit-slip mode, you can dynamically 
enable the receiver bit reversal using the rx_revbitorderwa port. When enabled, 
the 8-bit or 10-bit data D[7..0] or D[9..0] at the output of the word aligner is 
rewired to D[0..7] or D[0..9] respectively. Figure 1–20 shows the receiver bit 
reversal feature.

1 When using the receiver bit reversal feature to receive MSB-to-LSB 
transmission, reversal of the word alignment pattern is required.

■ Receiver bit-slip indicator—provides the number of bits slipped in the word 
aligner for synchronization with rx_bitslipboundaryselectout signal. For usage 
details, refer to “Receive Bit-Slip Indication” on page 1–76.

Deskew FIFO
This module is only available when used for the XAUI protocol and is used to align all 
four channels to meet the maximum skew requirement of 40 UI (12.8 ns) as seen at the 
receiver of the four lanes. The deskew operation is compliant to the PCS deskew state 
machine diagram specified in clause 48 of the IEEE P802.3ae specification. 

The deskew circuitry consists of a 16-word deep deskew FIFO in each of the four 
channels, and control logics in the central control unit of the transceiver block that 
controls the deskew FIFO write and read operations in each channel.

For details about the deskew FIFO operations for channel deskewing, refer to “XAUI 
Mode” on page 1–67.

Figure 1–20. Receiver Bit Reversal (1)

Note to Figure 1–20:

(1) The rx_revbitordwa port is dynamic and is only available when the word aligner is configured in bit-slip mode.

Output of word aligner
before RX bit reversal

Output of word aligner
after RX bit reversal
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1–26 Chapter 1: Cyclone IV Transceivers Architecture
Transceiver Clocking Architecture

Cyclone IV Device Handbook, February 2015 Altera Corporation
Volume 2

Transceiver Clocking Architecture
The multipurpose PLLs and general-purpose PLLs located on the left side of the 
device generate the clocks required for the transceiver operation. The following 
sections describe the Cyclone IV GX transceiver clocking architecture: 

■ “Input Reference Clocking” on page 1–27

■ “Transceiver Channel Datapath Clocking” on page 1–29

■ “FPGA Fabric-Transceiver Interface Clocking” on page 1–43



1–36 Chapter 1: Cyclone IV Transceivers Architecture
Transceiver Clocking Architecture

Cyclone IV Device Handbook, February 2015 Altera Corporation
Volume 2

Figure 1–35 shows the datapath clocking in the transmitter and receiver operation 
mode with the rate match FIFO. The receiver datapath clocking in configuration 
without the rate match FIFO is identical to Figure 1–34.

In configuration with the rate match FIFO, the CDR unit in the receiver channel 
recovers the clock from received serial data and generates the high-speed recovered 
clock for the deserializer, and low-speed recovered clock for forwarding to the 
receiver PCS. The low-speed recovered clock feeds to the following blocks in the 
receiver PCS:

■ word aligner

■ write clock of rate match FIFO

The low-speed clock that is used in the transmitter PCS datapath feeds the following 
blocks in the receiver PCS:

■ read clock of rate match FIFO

■ 8B/10B decoder

■ write clock of byte deserializer

■ byte ordering

■ write clock of RX phase compensation FIFO

When the byte deserializer is enabled, the low-speed clock frequency is halved before 
feeding into the write clock of RX phase compensation FIFO. The low-speed clock is 
available in the FPGA fabric as tx_clkout port, which can be used in the FPGA fabric 
to send transmitter data and control signals, and capture receiver data and status 
signals.

Figure 1–35. Transmitter and Receiver Datapath Clocking with Rate Match FIFO in Non-Bonded Channel Configuration

Notes to Figure 1–35:

(1) Low-speed recovered clock.
(2) High-speed recovered clock.
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Table 1–27. Receiver Ports in ALTGX Megafunction for Cyclone IV GX (Part 1 of 3)

Block Port Name Input/
Output Clock Domain Description

RX PCS

rx_syncstatus Output

Synchronous to tx_clkout (non-
bonded modes with rate match 
FIFO), rx_clkout (non-bonded 
modes without rate match FIFO), 
coreclkout (bonded modes), or 
rx_coreclk (when using the 
optional rx_coreclk input) 

Word alignment synchronization status indicator. This 
signal passes through the RX Phase Compensation FIFO. 

■ Not available in bit-slip mode

rx_patternde
tect Output

Synchronous to tx_clkout (non-
bonded modes with rate match 
FIFO), rx_clkout (non-bonded 
modes without rate match FIFO), 
coreclkout (bonded modes), or 
rx_coreclk (when using the 
optional rx_coreclk input)

Indicates when the word alignment logic detects the 
alignment pattern in the current word boundary. This 
signal passes through the RX Phase Compensation FIFO. 

rx_bitslip Input
Asynchronous signal. Minimum 
pulse width is two
parallel clock cycles.

Bit-slip control for the word aligner configured in bit-slip 
mode.

■ At every rising edge, word aligner slips one bit into 
the received data stream, effectively shifting the word 
boundary by one bit.

rx_rlv Output

Asynchronous signal. Driven for a 
minimum of two recovered clock 
cycles in configurations without 
byte serializer and a minimum of 
three recovered clock cycles in 
configurations with byte serializer.

Run-length violation indicator. 

■ A high pulse indicates that the number of consecutive 
1s or 0s in the received data stream exceeds the 
programmed run length violation threshold.

rx_invpolarity Input
Asynchronous signal. Minimum 
pulse width is two parallel clock 
cycles.

Generic receiver polarity inversion control. 

■ A high level to invert the polarity of every bit of the 8- 
or 10-bit data to the word aligner.

rx_enapattern
align Input Asynchronous signal. Controls the word aligner operation configured in 

manual alignment mode.

rx_rmfifodata
inserted Output

Synchronous to tx_clkout 
(non-bonded modes) or 
coreclkout (bonded modes)

Rate match FIFO insertion status indicator. 

■ A high level indicates the rate match pattern byte is 
inserted to compensate for the ppm difference in the 
reference clock frequencies between the upstream 
transmitter and the local receiver.

rx_rmfifodata
deleted Output

Synchronous to tx_clkout 
(non-bonded modes) or 
coreclkout (bonded modes)

Rate match FIFO deletion status indicator. 

■ A high level indicates the rate match pattern byte is 
deleted to compensate for the ppm difference in the 
reference clock frequencies between the upstream 
transmitter and the local receiver.




