
Lattice Semiconductor Corporation - LFXP2-30E-5F484C Datasheet

Welcome to E-XFL.COM

Understanding Embedded - FPGAs (Field
Programmable Gate Array)

Embedded - FPGAs, or Field Programmable Gate Arrays,
are advanced integrated circuits that offer unparalleled
flexibility and performance for digital systems. Unlike
traditional fixed-function logic devices, FPGAs can be
programmed and reprogrammed to execute a wide array
of logical operations, enabling customized functionality
tailored to specific applications. This reprogrammability
allows developers to iterate designs quickly and implement
complex functions without the need for custom hardware.

Applications of Embedded - FPGAs

The versatility of Embedded - FPGAs makes them
indispensable in numerous fields. In telecommunications,
FPGAs are used for high-speed data processing and
network infrastructure. In the automotive industry, they
support advanced driver-assistance systems (ADAS) and
infotainment solutions. Consumer electronics benefit from
FPGAs in devices requiring high performance and
adaptability, such as smart TVs and gaming consoles.
Industrial automation relies on FPGAs for real-time control
and processing in machinery and robotics. Additionally,
FPGAs play a crucial role in aerospace and defense, where
their reliability and ability to handle complex algorithms
are essential.

Common Subcategories of Embedded -
FPGAs

Within the realm of Embedded - FPGAs, several
subcategories address different needs and applications.
General-purpose FPGAs are the most widely used, offering
a balance of performance and flexibility for a broad range
of applications. High-performance FPGAs are designed for
applications requiring exceptional speed and
computational power, such as data centers and high-
frequency trading systems. Low-power FPGAs cater to
battery-operated and portable devices where energy
efficiency is paramount. Lastly, automotive-grade FPGAs
meet the stringent standards of the automotive industry,
ensuring reliability and performance in vehicle systems.

Types of Embedded - FPGAs

Embedded - FPGAs can be classified into several types
based on their architecture and specific capabilities. SRAM-
based FPGAs are prevalent due to their high speed and
ability to support complex designs, making them suitable
for performance-critical applications. Flash-based FPGAs
offer non-volatile storage, retaining their configuration
without power and enabling faster start-up times. Antifuse-
based FPGAs provide a permanent, one-time
programmable solution, ensuring robust security and
reliability for critical systems. Each type of FPGA brings
distinct advantages, making the choice dependent on the
specific needs of the application.
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Features
 flexiFLASH™ Architecture

• Instant-on
• Infinitely reconfigurable
• Single chip
• FlashBAK™ technology
• Serial TAG memory
• Design security

 Live Update Technology
• TransFR™ technology
• Secure updates with 128 bit AES encryption
• Dual-boot with external SPI

 sysDSP™ Block
• Three to eight blocks for high performance 

Multiply and Accumulate
• 12 to 32 18x18 multipliers
• Each block supports one 36x36 multiplier or four 

18x18 or eight 9x9 multipliers
 Embedded and Distributed Memory

• Up to 885 Kbits sysMEM™ EBR
• Up to 83 Kbits Distributed RAM

 sysCLOCK™ PLLs
• Up to four analog PLLs per device
• Clock multiply, divide and phase shifting

 Flexible I/O Buffer
• sysIO™ buffer supports:

– LVCMOS 33/25/18/15/12; LVTTL
– SSTL 33/25/18 class I, II
– HSTL15 class I; HSTL18 class I, II
– PCI
– LVDS, Bus-LVDS, MLVDS, LVPECL, RSDS

 Pre-engineered Source Synchronous 
Interfaces

• DDR / DDR2 interfaces up to 200 MHz
• 7:1 LVDS interfaces support display applications 
• XGMII

 Density And Package Options
• 5k to 40k LUT4s, 86 to 540 I/Os
• csBGA, TQFP, PQFP, ftBGA and fpBGA packages
• Density migration supported

 Flexible Device Configuration
• SPI (master and slave) Boot Flash Interface
• Dual Boot Image supported
• Soft Error Detect (SED) macro embedded

 System Level Support
• IEEE 1149.1 and IEEE 1532 Compliant
• On-chip oscillator for initialization & general use 
• Devices operate with 1.2V power supply

Table 1-1. LatticeXP2 Family Selection Guide 

Device XP2-5 XP2-8 XP2-17 XP2-30 XP2-40

LUTs (K) 5 8 17 29 40

Distributed RAM (KBits) 10 18 35 56 83

EBR SRAM (KBits) 166 221 276 387 885

EBR SRAM Blocks 9 12 15 21 48

sysDSP Blocks 3 4 5 7 8

18 x 18 Multipliers 12 16 20 28 32

VCC Voltage 1.2 1.2 1.2 1.2 1.2

GPLL 2 2 4 4 4

Max Available I/O 172 201 358 472 540

Packages and I/O Combinations

132-Ball csBGA (8 x 8 mm) 86 86    

144-Pin TQFP (20 x 20 mm) 100 100    

208-Pin PQFP (28 x 28 mm) 146 146 146   

256-Ball ftBGA (17 x17 mm)  172 201 201 201  

484-Ball fpBGA (23 x 23 mm)  358 363 363

672-Ball fpBGA (27 x 27 mm)    472 540

LatticeXP2 Family Data Sheet
Introduction
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Figure 2-3. Slice Diagram

Table 2-2. Slice Signal Descriptions

Function Type Signal Names Description 

Input Data signal A0, B0, C0, D0 Inputs to LUT4 

Input Data signal A1, B1, C1, D1 Inputs to LUT4 

Input Multi-purpose M0 Multipurpose Input 

Input Multi-purpose M1 Multipurpose Input 

Input Control signal CE Clock Enable 

Input Control signal LSR Local Set/Reset 

Input Control signal CLK System Clock 

Input Inter-PFU signal FCI Fast Carry-In1 

Input Inter-slice signal FXA Intermediate signal to generate LUT6 and LUT7

Input Inter-slice signal FXB Intermediate signal to generate LUT6 and LUT7

Output Data signals F0, F1 LUT4 output register bypass signals 

Output Data signals Q0, Q1 Register outputs 

Output Data signals OFX0 Output of a LUT5 MUX 

Output Data signals OFX1 Output of a LUT6, LUT7, LUT82 MUX depending on the slice 

Output Inter-PFU signal FCO Slice 2 of each PFU is the fast carry chain output1

1. See Figure 2-3 for connection details. 
2. Requires two PFUs. 
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For Slices 0 and 2, memory control signals are generated from Slice 1 as follows:
         WCK is CLK
         WRE is from LSR
         DI[3:2] for Slice 2 and DI[1:0] for Slice 0 data
         WAD [A:D] is a 4bit address from slice 1 LUT input

* Not in Slice 3
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LatticeXP2-30 and smaller devices have six secondary clock regions. All devices in the LatticeXP2 family have four 
secondary clocks (SC0 to SC3) which are distributed to every region.

The secondary clock muxes are located in the center of the device. Figure 2-12 shows the mux structure of the 
secondary clock routing. Secondary clocks SC0 to SC3 are used for clock and control and SC4 to SC7 are used for 
high fan-out signals. 

Figure 2-11. Secondary Clock Regions XP2-40
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sysMEM Memory 
LatticeXP2 devices contains a number of sysMEM Embedded Block RAM (EBR). The EBR consists of 18 Kbit 
RAM with dedicated input and output registers. 

sysMEM Memory Block 
The sysMEM block can implement single port, dual port or pseudo dual port memories. Each block can be used in 
a variety of depths and widths as shown in Table 2-5. FIFOs can be implemented in sysMEM EBR blocks by using 
support logic with PFUs. The EBR block supports an optional parity bit for each data byte to facilitate parity check-
ing. EBR blocks provide byte-enable support for configurations with18-bit and 36-bit data widths.

Table 2-5. sysMEM Block Configurations

Bus Size Matching 
All of the multi-port memory modes support different widths on each of the ports. The RAM bits are mapped LSB 
word 0 to MSB word 0, LSB word 1 to MSB word 1, and so on. Although the word size and number of words for 
each port varies, this mapping scheme applies to each port. 

FlashBAK EBR Content Storage
All the EBR memory in the LatticeXP2 is shadowed by Flash memory. Optionally, initialization values for the mem-
ory blocks can be defined using the Lattice Diamond design tools. The initialization values are loaded into the Flash 
memory during device programming and into the SRAM at power up or whenever the device is reconfigured. This 
feature is ideal for the storage of a variety of information such as look-up tables and microprocessor code. It is also 
possible to write the current contents of the EBR memory back to Flash memory. This capability is useful for the 
storage of data such as error codes and calibration information. For additional information on the FlashBAK capa-
bility see TN1137, LatticeXP2 Memory Usage Guide.

Memory Mode Configurations

Single Port

16,384 x 1
8,192 x 2
4,096 x 4
2,048 x 9

1,024 x 18
512 x 36

True Dual Port

16,384 x 1
8,192 x 2
4,096 x 4
2,048 x 9

1,024 x 18

Pseudo Dual Port

16,384 x 1
8,192 x 2
4,096 x 4
2,048 x 9

1,024 x 18
512 x 36

www.latticesemi.com/dynamic/view_document.cfm?document_id=23976
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Figure 2-16. FlashBAK Technology

Memory Cascading 
Larger and deeper blocks of RAMs can be created using EBR sysMEM Blocks. Typically, the Lattice design tools 
cascade memory transparently, based on specific design inputs. 

Single, Dual and Pseudo-Dual Port Modes 
In all the sysMEM RAM modes the input data and address for the ports are registered at the input of the memory 
array. The output data of the memory is optionally registered at the output. 

EBR memory supports two forms of write behavior for single port or dual port operation: 

1. Normal – Data on the output appears only during a read cycle. During a write cycle, the data (at the current 
address) does not appear on the output. This mode is supported for all data widths. 

2. Write Through – A copy of the input data appears at the output of the same port during a write cycle. This 
mode is supported for all data widths. 

Memory Core Reset 
The memory array in the EBR utilizes latches at the A and B output ports. These latches can be reset asynchro-
nously or synchronously. RSTA and RSTB are local signals, which reset the output latches associated with Port A 
and Port B respectively. GSRN, the global reset signal, resets both ports. The output data latches and associated 
resets for both ports are as shown in Figure 2-17. 

Figure 2-17. Memory Core Reset
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IPexpress™
The user can access the sysDSP block via the Lattice IPexpress tool, which provides the option to configure each 
DSP module (or group of modules), or by direct HDL instantiation. In addition, Lattice has partnered with The Math-
Works® to support instantiation in the Simulink® tool, a graphical simulation environment. Simulink works with Dia-
mond to dramatically shorten the DSP design cycle in Lattice FPGAs. 

Optimized DSP Functions 
Lattice provides a library of optimized DSP IP functions. Some of the IP cores planned for the LatticeXP2 DSP 
include the Bit Correlator, FFT functions, FIR Filter, Reed-Solomon Encoder/Decoder, Turbo Encoder/Decoder and 
Convolutional Encoder/Decoder. Please contact Lattice to obtain the latest list of available DSP IP cores. 

Resources Available in the LatticeXP2 Family 
Table 2-8 shows the maximum number of multipliers for each member of the LatticeXP2 family. Table 2-9 shows the 
maximum available EBR RAM Blocks and Serial TAG Memory bits in each LatticeXP2 device. EBR blocks, 
together with Distributed RAM can be used to store variables locally for fast DSP operations. 

Table 2-8. Maximum Number of DSP Blocks in the LatticeXP2 Family 

Table 2-9. Embedded SRAM/TAG Memory in the LatticeXP2 Family

LatticeXP2 DSP Performance
Table 2-10 lists the maximum performance in Millions of MAC (MMAC) operations per second for each member of 
the LatticeXP2 family. 

Table 2-10. DSP Performance

For further information on the sysDSP block, please see TN1140, LatticeXP2 sysDSP Usage Guide. 

Device DSP Block 9x9 Multiplier 18x18 Multiplier 36x36 Multiplier 

XP2-5 3 24 12 3

XP2-8 4 32 16 4

XP2-17 5 40 20 5

XP2-30 7 56 28 7

XP2-40 8 64 32 8

Device EBR SRAM Block 
Total EBR SRAM 

(Kbits) 
TAG Memory

(Bits)

XP2-5 9 166 632

XP2-8 12 221 768

XP2-17 15 276 2184

XP2-30 21 387 2640

XP2-40 48 885 3384

Device DSP Block 
DSP Performance 

MMAC

XP2-5 3 3,900

XP2-8 4 5,200

XP2-17 5 6,500

XP2-30 7 9,100

XP2-40 8 10,400

www.latticesemi.com/dynamic/view_document.cfm?document_id=23978
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Figure 2-28. DQS Input Routing (Left and Right)

Figure 2-29. DQS Input Routing (Top and Bottom)
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DLL Calibrated DQS Delay Block 
Source synchronous interfaces generally require the input clock to be adjusted in order to correctly capture data at 
the input register. For most interfaces a PLL is used for this adjustment. However, in DDR memories the clock, 
referred to as DQS, is not free-running, and this approach cannot be used. The DQS Delay block provides the 
required clock alignment for DDR memory interfaces. 

The DQS signal (selected PIOs only, as shown in Figure 2-30) feeds from the PAD through a DQS delay element to 
a dedicated DQS routing resource. The DQS signal also feeds polarity control logic which controls the polarity of 
the clock to the sync registers in the input register blocks. Figure 2-30 and Figure 2-31 show how the DQS transi-
tion signals are routed to the PIOs. 

The temperature, voltage and process variations of the DQS delay block are compensated by a set of 6-bit bus cal-
ibration signals from two dedicated DLLs (DDR_DLL) on opposite sides of the device. Each DLL compensates 
DQS delays in its half of the device as shown in Figure 2-30. The DLL loop is compensated for temperature, volt-
age and process variations by the system clock and feedback loop. 

Figure 2-30. Edge Clock, DLL Calibration and DQS Local Bus Distribution
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DQSXFER
LatticeXP2 devices provide a DQSXFER signal to the output buffer to assist it in data transfer to DDR memories 
that require DQS strobe be shifted 90o. This shifted DQS strobe is generated by the DQSDEL block. The 
DQSXFER signal runs the span of the data bus.

sysIO Buffer 
Each I/O is associated with a flexible buffer referred to as a sysIO buffer. These buffers are arranged around the 
periphery of the device in groups referred to as banks. The sysIO buffers allow users to implement the wide variety 
of standards that are found in today’s systems including LVCMOS, SSTL, HSTL, LVDS and LVPECL.

sysIO Buffer Banks 
LatticeXP2 devices have eight sysIO buffer banks for user I/Os arranged two per side. Each bank is capable of sup-
porting multiple I/O standards. Each sysIO bank has its own I/O supply voltage (VCCIO). In addition, each bank has 
voltage references, VREF1 and VREF2, that allow it to be completely independent from the others. Figure 2-32 
shows the eight banks and their associated supplies. 

In LatticeXP2 devices, single-ended output buffers and ratioed input buffers (LVTTL, LVCMOS and PCI) are pow-
ered using VCCIO. LVTTL, LVCMOS33, LVCMOS25 and LVCMOS12 can also be set as fixed threshold inputs inde-
pendent of VCCIO. 

Each bank can support up to two separate VREF voltages, VREF1 and VREF2, that set the threshold for the refer-
enced input buffers. Some dedicated I/O pins in a bank can be configured to be a reference voltage supply pin. 
Each I/O is individually configurable based on the bank’s supply and reference voltages. 

Figure 2-32. LatticeXP2 Banks

VREF1(2)

GND

B
ank 2

VCCIO2

VREF2(2)

VREF1(3)

GND

B
ank 3

VCCIO3

VREF2(3)

VREF1(7)

GND

B
an

k 
7

V
CCIO7

VREF2(7)

VREF1(6)

GND

B
an

k 
6

VCCIO6

VREF2(6)

Bank 5 Bank 4

V
R

E
F

1(0)

G
N

D

Bank 0

V
C

C
IO

0

V
R

E
F

2(0)

V
R

E
F

1(1)

G
N

D

Bank 1

V
C

C
IO

1

V
R

E
F

2(1)

L
E

F
T

R
IG

H
T

TOP

V
R

E
F

1(
5)

G
N

D

V
C

C
IO

5

V
R

E
F

2(
5)

V
R

E
F

1(
4)

G
N

D

V
C

C
IO

4

V
R

E
F

2(
4)

BOTTOM



2-36

Architecture
LatticeXP2 Family Data Sheet

Table 2-12. Supported Input Standards

Input Standard VREF (Nom.) VCCIO
1 (Nom.) 

Single Ended Interfaces 

LVTTL — —

LVCMOS33 — —

LVCMOS25 — —

LVCMOS18 — 1.8 

LVCMOS15 — 1.5 

LVCMOS12 — —

PCI33 — —

HSTL18 Class I, II 0.9 —

HSTL15 Class I 0.75 —

SSTL33 Class I, II 1.5 —

SSTL25 Class I, II 1.25 —

SSTL18 Class I, II  0.9 —

Differential Interfaces 

Differential SSTL18 Class I, II — —

Differential SSTL25 Class I, II — —

Differential SSTL33 Class I, II — —

Differential HSTL15 Class I — —

Differential HSTL18 Class I, II — —

LVDS, MLVDS, LVPECL, BLVDS, RSDS — —

1. When not specified, VCCIO can be set anywhere in the valid operating range (page 3-1). 
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and loaded directly onto test nodes, or test data to be captured and shifted out for verification. The test access port 
consists of dedicated I/Os: TDI, TDO, TCK and TMS. The test access port has its own supply voltage VCCJ and can 
operate with LVCMOS3.3, 2.5, 1.8, 1.5 and 1.2 standards. For more information, please see TN1141, LatticeXP2 
sysCONFIG Usage Guide. 

flexiFLASH Device Configuration
The LatticeXP2 devices combine Flash and SRAM on a single chip to provide users with flexibility in device pro-
gramming and configuration. Figure 2-33 provides an overview of the arrangement of Flash and SRAM configura-
tion cells within the device. The remainder of this section provides an overview of these capabilities. See TN1141, 
LatticeXP2 sysCONFIG Usage Guide for a more detailed description.

Figure 2-33. Overview of Flash and SRAM Configuration Cells Within LatticeXP2 Devices

At power-up, or on user command, data is transferred from the on-chip Flash memory to the SRAM configuration 
cells that control the operation of the device. This is done with massively parallel buses enabling the parts to oper-
ate within microseconds of the power supplies reaching valid levels; this capability is referred to as Instant-On.

The on-chip Flash enables a single-chip solution eliminating the need for external boot memory. This Flash can be 
programmed through either the JTAG or Slave SPI ports of the device. The SRAM configuration space can also be 
infinitely reconfigured through the JTAG and Master SPI ports. The JTAG port is IEEE 1149.1 and IEEE 1532 com-
pliant.

As described in the EBR section of the data sheet, the FlashBAK capability of the parts enables the contents of the 
EBR blocks to be written back into the Flash storage area without erasing or reprogramming other aspects of the 
device configuration. Serial TAG memory is also available to allow the storage of small amounts of data such as 
calibration coefficients and error codes.

For applications where security is important, the lack of an external bitstream provides a solution that is inherently 
more secure than SRAM only FPGAs. This is further enhanced by device locking. The device can be in one of 
three modes:
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1. Unlocked

2. Key Locked – Presenting the key through the programming interface allows the device to be unlocked.

3. Permanently Locked – The device is permanently locked.

To further complement the security of the device a One Time Programmable (OTP) mode is available. Once the 
device is set in this mode it is not possible to erase or re-program the Flash portion of the device.

Serial TAG Memory
LatticeXP2 devices offer 0.6 to 3.3kbits of Flash memory in the form of Serial TAG memory. The TAG memory is an 
area of the on-chip Flash that can be used for non-volatile storage including electronic ID codes, version codes, 
date stamps, asset IDs and calibration settings. A block diagram of the TAG memory is shown in Figure 2-34. The 
TAG memory is accessed in the same way as external SPI Flash and it can be read or programmed either through 
JTAG, an external Slave SPI Port, or directly from FPGA logic. To read the TAG memory, a start address is speci-
fied and the entire TAG memory contents are read sequentially in a first-in-first-out manner. The TAG memory is 
independent of the Flash used for device configuration and given its use for general-purpose storage functions is 
always accessible regardless of the device security settings. For more information, see TN1137, LatticeXP2 Mem-
ory Usage Guide and TN1141, LatticeXP2 sysCONFIG Usage Guide.

Figure 2-34. Serial TAG Memory Diagram

Live Update Technology
Many applications require field updates of the FPGA. LatticeXP2 devices provide three features that enable this 
configuration to be done in a secure and failsafe manner while minimizing impact on system operation.

1. Decryption Support
LatticeXP2 devices provide on-chip, non-volatile key storage to support decryption of a 128-bit AES encrypted 
bitstream, securing designs and deterring design piracy. 

2. TransFR (Transparent Field Reconfiguration)
TransFR I/O (TFR) is a unique Lattice technology that allows users to update their logic in the field without 
interrupting system operation using a single ispVM command. TransFR I/O allows I/O states to be frozen dur-
ing device configuration. This allows the device to be field updated with a minimum of system disruption and 
downtime. For more information please see TN1087, Minimizing System Interruption During Configuration 
Using TransFR Technology.

3. Dual Boot Image Support
Dual boot images are supported for applications requiring reliable remote updates of configuration data for the 
system FPGA. After the system is running with a basic configuration, a new boot image can be downloaded 
remotely and stored in a separate location in the configuration storage device. Any time after the update the 
LatticeXP2 can be re-booted from this new configuration file. If there is a problem such as corrupt data during 
download or incorrect version number with this new boot image, the LatticeXP2 device can revert back to the 
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Flash Memory Array
Sequential
Address
Counter

www.latticesemi.com/dynamic/view_document.cfm?document_id=23976
www.latticesemi.com/dynamic/view_document.cfm?document_id=23976
www.latticesemi.com/dynamic/view_document.cfm?document_id=24560
www.latticesemi.com/dynamic/view_document.cfm?document_id=21638
www.latticesemi.com/dynamic/view_document.cfm?document_id=21638
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sysIO Recommended Operating Conditions
Over Recommended Operating Conditions

Standard

VCCIO VREF (V)

Min. Typ. Max. Min. Typ. Max.

LVCMOS332 3.135 3.3 3.465 — — —

LVCMOS252 2.375 2.5 2.625 — — —

LVCMOS18 1.71 1.8 1.89 — — —

LVCMOS15 1.425 1.5 1.575 — — —

LVCMOS122 1.14 1.2 1.26 — — —

LVTTL332 3.135 3.3 3.465 — — —

PCI33 3.135 3.3 3.465 — — —

SSTL18_I2,
SSTL18_II2 1.71 1.8 1.89 0.833 0.9 0.969

SSTL25_I2,
SSTL25_II2 2.375 2.5 2.625 1.15 1.25 1.35

SSTL33_I2,
SSTL33_II2 3.135 3.3 3.465 1.3 1.5 1.7

HSTL15_I2 1.425 1.5 1.575 0.68 0.75 0.9

HSTL18_I2,
HSTL18_II2 1.71 1.8 1.89 0.816 0.9 1.08

LVDS252 2.375 2.5 2.625 — — —

MLVDS251 2.375 2.5 2.625 — — —

LVPECL331, 2 3.135 3.3 3.465 — — —

BLVDS251, 2 2.375 2.5 2.625 — — —

RSDS1, 2 2.375 2.5 2.625 — — —

SSTL18D_I2, 
SSTL18D_II2 1.71 1.8 1.89 — — —

SSTL25D_ I2, 
SSTL25D_II2 2.375 2.5 2.625 — — —

SSTL33D_ I2, 
SSTL33D_ II2 3.135 3.3 3.465 — — —

HSTL15D_ I2 1.425 1.5 1.575 — — —

HSTL18D_ I2, 
HSTL18D_ II2 1.71 1.8 1.89 — — —

1. Inputs on chip. Outputs are implemented with the addition of external resistors.
2. Input on this standard does not depend on the value of VCCIO. 
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RSDS
The LatticeXP2 devices support differential RSDS standard. This standard is emulated using complementary LVC-
MOS outputs in conjunction with a parallel resistor across the driver outputs. The RSDS input standard is sup-
ported by the LVDS differential input buffer. The scheme shown in Figure 3-4 is one possible solution for RSDS 
standard implementation. Resistor values in Figure 3-4 are industry standard values for 1% resistors. 

Figure 3-4. RSDS (Reduced Swing Differential Standard)

Table 3-4. RSDS DC Conditions1

Over Recommended Operating Conditions

Parameter  Description Typical Units

VCCIO Output Driver Supply (+/-5%) 2.50 V

ZOUT Driver Impedance 20 

RS Driver Series Resistor (+/-1%) 294 

RP Driver Parallel Resistor (+/-1%) 121 

RT Receiver Termination (+/-1%) 100 

VOH Output High Voltage (After RP) 1.35 V

VOL Output Low Voltage (After RP) 1.15 V

VOD Output Differential Voltage (After RP) 0.20 V

VCM Output Common Mode Voltage 1.25 V

ZBACK Back Impedance 101.5 

IDC DC Output Current 3.66 mA

1. For input buffer, see LVDS table.

RS = 294 ohms
(+/-1%)

RS = 294 ohms
(+/-1%)

RP = 121 ohms
(+/-1%)

RT = 100 ohms
(+/-1%)

On-chip On-chip

8mA

8mA

VCCIO = 2.5V
(+/-5%)

VCCIO = 2.5V
(+/-5%)

Transmission line, 
Zo = 100 ohm differential

+

-

Off-chipOff-chip
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MLVDS
The LatticeXP2 devices support the differential MLVDS standard. This standard is emulated using complementary 
LVCMOS outputs in conjunction with a parallel resistor across the driver outputs. The MLVDS input standard is 
supported by the LVDS differential input buffer. The scheme shown in Figure 3-5 is one possible solution for 
MLVDS standard implementation. Resistor values in Figure 3-5 are industry standard values for 1% resistors. 

Figure 3-5. MLVDS (Reduced Swing Differential Standard)

Table 3-5. MLVDS DC Conditions1 

For further information on LVPECL, RSDS, MLVDS, BLVDS and other differential interfaces please see details of 
additional technical information at the end of this data sheet.

Parameter Description

Typical

UnitsZo=50 Zo=70

VCCIO Output Driver Supply (+/-5%) 2.50 2.50 V

ZOUT Driver Impedance 10.00 10.00 

RS Driver Series Resistor (+/-1%) 35.00 35.00 

RTL Driver Parallel Resistor (+/-1%) 50.00 70.00 

RTR Receiver Termination (+/-1%) 50.00 70.00 

VOH Output High Voltage (After RTL) 1.52 1.60 V

VOL Output Low Voltage (After RTL) 0.98 0.90 V

VOD Output Differential Voltage (After RTL) 0.54 0.70 V

VCM Output Common Mode Voltage 1.25 1.25 V

IDC DC Output Current 21.74 20.00 mA

1. For input buffer, see LVDS table.

16mA

2.5V

2.5V

+
-

2.5V

2.5V

+
-

2.5V

2.5V

+ -
. . .. . .

Am61

Heavily loaded backplace, effective Zo~50 to 70 ohms differential

50 to 70 ohms +/-1% 50 to 70 ohms +/-1%

 
RS =

35ohms

 
RS =

35ohms

 
RS =

35ohms

 
RS =

35ohms

 
RS =

35ohms

 
RS =

35ohms

 
RS =

35ohms

 
RS =

35ohms

RTRRTL

16mA

2.5V

Am61

2.5V

+ -

Am61

2.5V

Am61

2.5V

+
-

16mA

16mA
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LatticeXP2 Internal Switching Characteristics1 
Over Recommended Operating Conditions

Parameter Description

-7 -6 -5

UnitsMin. Max. Min. Max. Min. Max.

PFU/PFF Logic Mode Timing

tLUT4_PFU
LUT4 delay (A to D inputs to F 
output)                                                                                                    — 0.216 — 0.238 — 0.260 ns

tLUT6_PFU
LUT6 delay (A to D inputs to OFX 
output) — 0.304 — 0.399 — 0.494 ns

tLSR_PFU
Set/Reset to output of PFU (Asyn-
chronous) — 0.720 — 0.769 — 0.818 ns

tSUM_PFU
Clock to Mux (M0,M1) Input 
Setup Time 0.154 — 0.151 — 0.148 — ns

tHM_PFU
Clock to Mux (M0,M1) Input Hold 
Time -0.061 — -0.057 — -0.053 — ns

tSUD_PFU Clock to D input setup time 0.061 — 0.077 — 0.093 — ns

tHD_PFU Clock to D input hold time 0.002 — 0.003 — 0.003 — ns

tCK2Q_PFU 
Clock to Q delay, (D-type Register 
Configuration) — 0.342 — 0.363 — 0.383 ns

tRSTREC_PFU
Asynchronous reset recovery 
time for PFU Logic — 0.520 — 0.634 — 0.748 ns

tRST_PFU
Asynchronous reset time for PFU 
Logic — 0.720 — 0.769 — 0.818 ns

PFU Dual Port Memory Mode Timing

tCORAM_PFU Clock to Output (F Port) — 1.082 — 1.267 — 1.452 ns

tSUDATA_PFU Data Setup Time -0.206 — -0.240 — -0.274 — ns

tHDATA_PFU Data Hold Time 0.239 — 0.275 — 0.312 — ns

tSUADDR_PFU Address Setup Time -0.294 — -0.333 — -0.371 — ns

tHADDR_PFU Address Hold Time 0.295 — 0.333 — 0.371 — ns

tSUWREN_PFU Write/Read Enable Setup Time -0.146 — -0.169 — -0.193 — ns

tHWREN_PFU Write/Read Enable Hold Time 0.158 — 0.182 — 0.207 — ns

PIO Input/Output Buffer Timing

tIN_PIO Input Buffer Delay (LVCMOS25) — 0.858 — 0.766 — 0.674 ns

tOUT_PIO Output Buffer Delay (LVCMOS25) — 1.561 — 1.403 — 1.246 ns

IOLOGIC Input/Output Timing

tSUI_PIO
Input Register Setup Time (Data 
Before Clock) 0.583 — 0.893 — 1.201 — ns

tHI_PIO
Input Register Hold Time (Data 
after Clock) 0.062 — 0.322 — 0.482 — ns

tCOO_PIO
Output Register Clock to Output 
Delay — 0.608 — 0.661 — 0.715 ns

tSUCE_PIO
Input Register Clock Enable 
Setup Time 0.032 — 0.037 — 0.041 — ns

tHCE_PIO
Input Register Clock Enable Hold 
Time -0.022 — -0.025 — -0.028 — ns

tSULSR_PIO Set/Reset Setup Time 0.184 — 0.201 — 0.217 — ns

tHLSR_PIO Set/Reset Hold Time -0.080 — -0.086 — -0.093 — ns

tRSTREC_PIO
Asynchronous reset recovery 
time for IO Logic 0.228 — 0.247 — 0.266 — ns
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LatticeXP2 Family Timing Adders1, 2, 3, 4 
Over Recommended Operating Conditions

Buffer Type Description -7 -6 -5 Units

Input Adjusters

LVDS25 LVDS -0.26 -0.11 0.04 ns

BLVDS25 BLVDS -0.26 -0.11 0.04 ns

MLVDS LVDS -0.26 -0.11 0.04 ns

RSDS RSDS -0.26 -0.11 0.04 ns

LVPECL33 LVPECL -0.26 -0.11 0.04 ns

HSTL18_I HSTL_18 class I -0.23 -0.08 0.07 ns

HSTL18_II HSTL_18 class II -0.23 -0.08 0.07 ns

HSTL18D_I Differential HSTL 18 class I -0.28 -0.13 0.02 ns

HSTL18D_II Differential HSTL 18 class II -0.28 -0.13 0.02 ns

HSTL15_I HSTL_15 class I -0.23 -0.09 0.06 ns

HSTL15D_I Differential HSTL 15 class I -0.28 -0.13 0.01 ns

SSTL33_I SSTL_3 class I -0.20 -0.04 0.12 ns

SSTL33_II SSTL_3 class II -0.20 -0.04 0.12 ns

SSTL33D_I Differential SSTL_3 class I -0.27 -0.11 0.04 ns

SSTL33D_II Differential SSTL_3 class II -0.27 -0.11 0.04 ns

SSTL25_I SSTL_2 class I -0.21 -0.06 0.10 ns

SSTL25_II SSTL_2 class II -0.21 -0.06 0.10 ns

SSTL25D_I Differential SSTL_2 class I -0.27 -0.12 0.03 ns

SSTL25D_II Differential SSTL_2 class II -0.27 -0.12 0.03 ns

SSTL18_I SSTL_18 class I -0.23 -0.08 0.07 ns

SSTL18_II SSTL_18 class II -0.23 -0.08 0.07 ns

SSTL18D_I Differential SSTL_18 class I -0.28 -0.13 0.02 ns

SSTL18D_II Differential SSTL_18 class II -0.28 -0.13 0.02 ns

LVTTL33 LVTTL -0.09 0.05 0.18 ns

LVCMOS33 LVCMOS 3.3 -0.09 0.05 0.18 ns

LVCMOS25 LVCMOS 2.5 0.00 0.00 0.00 ns

LVCMOS18 LVCMOS 1.8 -0.23 -0.07 0.09 ns

LVCMOS15 LVCMOS 1.5 -0.20 -0.02 0.16 ns

LVCMOS12 LVCMOS 1.2 -0.35 -0.20 -0.04 ns

PCI33 3.3V PCI -0.09 0.05 0.18 ns

Output Adjusters

LVDS25E LVDS 2.5 E5 -0.25 0.02 0.30 ns

LVDS25 LVDS 2.5 -0.25 0.02 0.30 ns

BLVDS25 BLVDS 2.5 -0.28 0.00 0.28 ns

MLVDS MLVDS 2.55 -0.28 0.00 0.28 ns

RSDS RSDS 2.55 -0.25 0.02 0.30 ns

LVPECL33 LVPECL 3.35 -0.37 -0.10 0.18 ns

HSTL18_I HSTL_18 class I 8mA drive -0.17 0.13 0.43 ns

HSTL18_II HSTL_18 class II -0.29 0.00 0.29 ns

HSTL18D_I Differential HSTL 18 class I 8mA drive -0.17 0.13 0.43 ns

HSTL18D_II Differential HSTL 18 class II -0.29 0.00 0.29 ns
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FlashBAK Time (from EBR to Flash)
Over Recommended Operating Conditions

JTAG Port Timing Specifications
Over Recommended Operating Conditions

Device EBR Density (Bits) Time (Typ.) Units

XP2-5 166K 1.5 s

XP2-8 221K 1.5 s

XP2-17 276K 1.5 s

XP2-30 387K  2.0 s

XP2-40 885K  3.0 s

Symbol Parameter Min. Max. Units

fMAX TCK Clock Frequency — 25 MHz

tBTCP TCK [BSCAN] clock pulse width 40 — ns

tBTCPH TCK [BSCAN] clock pulse width high 20 — ns

tBTCPL TCK [BSCAN] clock pulse width low 20 — ns

tBTS TCK [BSCAN] setup time 8 — ns

tBTH TCK [BSCAN] hold time 10 — ns

tBTRF TCK [BSCAN] rise/fall time 50 — mV/ns

tBTCO TAP controller falling edge of clock to valid output — 10 ns

tBTCODIS TAP controller falling edge of clock to valid disable — 10 ns

tBTCOEN TAP controller falling edge of clock to valid enable — 10 ns

tBTCRS BSCAN test capture register setup time 8 — ns

tBTCRH BSCAN test capture register hold time 25 — ns

tBUTCO BSCAN test update register, falling edge of clock to valid output — 25 ns

tBTUODIS BSCAN test update register, falling edge of clock to valid disable — 25 ns

tBTUPOEN BSCAN test update register, falling edge of clock to valid enable — 25 ns
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Pin Information Summary 

Pin Type

XP2-5 XP2-8 XP2-17 XP2-30 XP2-40

132 
csBGA

144 
TQFP

208 
PQFP

256
ftBGA

132 
csBGA

144 
TQFP

208 
PQFP

256
ftBGA

208 
PQFP

256 
ftBGA

484 
fpBGA

256 
ftBGA

484 
fpBGA

672 
fpBGA

484 
fpBGA

672 
fpBGA

Single Ended User I/O 86 100 146 172 86 100 146 201 146 201 358 201 363 472 363 540

Differential Pair 
User I/O

Normal 35 39 57 66 35 39 57 77 57 77 135 77 137 180 137 204

Highspeed 8 11 16 20 8 11 16 23 16 23 44 23 44 56 44 66

Configuration

TAP 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5

Muxed 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9 9

Dedicated 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Non Configura-
tion

Muxed 5 5 7 7 7 7 9 9 11 11 21 7 11 13 11 13

Dedicated 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Vcc 6 4 9 6 6 4 9 6 9 6 16 6 16 20 16 20

Vccaux 4 4 4 4 4 4 4 4 4 4 8 4 8 8 8 8

VCCPLL 2 2 2 - 2 2 2 - 4 - - - - - - -

VCCIO

Bank0 2 2 2 2 2 2 2 2 2 2 4 2 4 4 4 4

Bank1 1 1 2 2 1 1 2 2 2 2 4 2 4 4 4 4

Bank2 2 2 2 2 2 2 2 2 2 2 4 2 4 4 4 4

Bank3 1 1 2 2 1 1 2 2 2 2 4 2 4 4 4 4

Bank4 1 1 2 2 1 1 2 2 2 2 4 2 4 4 4 4

Bank5 2 2 2 2 2 2 2 2 2 2 4 2 4 4 4 4

Bank6 1 1 2 2 1 1 2 2 2 2 4 2 4 4 4 4

Bank7 2 2 2 2 2 2 2 2 2 2 4 2 4 4 4 4

GND, GND0-GND7 15 15 20 20 15 15 22 20 22 20 56 20 56 64 56 64

NC - - 4 31 - - 2 2 - 2 7 2 2 69 2 1

Single Ended/ 
Differential I/O 
per Bank

Bank0 18/9 20/10 20/10 26/13 18/9 20/10 20/10 28/14 20/10 28/14 52/26 28/14 52/26 70/35 52/26 70/35

Bank1 4/2 6/3 18/9 18/9 4/2 6/3 18/9 22/11 18/9 22/11 36/18 22/11 36/18 54/27 36/18 70/35

Bank2 16/8 18/9 18/9 22/11 16/8 18/9 18/9 26/13 18/9 26/13 46/23 26/13 46/23 56/28 46/23 64/32

Bank3 4/2 4/2 16/8 20/10 4/2 4/2 16/8 24/12 16/8 24/12 44/22 24/12 46/23 56/28 46/23 66/33

Bank4 8/4 8/4 18/9 18/9 8/4 8/4 18/9 26/13 18/9 26/13 36/18 26/13 38/19 54/27 38/19 70/35

Bank5 14/7 18/9 20/10 24/12 14/7 18/9 20/10 24/12 20/10 24/12 52/26 24/12 53/26 70/35 53/26 70/35

Bank6 6/3 8/4 18/9 22/11 6/3 8/4 18/9 27/13 18/9 27/13 46/23 27/13 46/23 56/28 46/23 66/33

Bank7 16/8 18/9 18/9 22/11 16/8 18/9 18/9 24/12 18/9 24/12 46/23 24/12 46/23 56/28 46/23 64/32

True LVDS Pairs 
Bonding Out per 
Bank

Bank0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Bank1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Bank2 3 4 4 5 3 4 4 6 4 6 11 6 11 14 11 16

Bank3 1 1 4 5 1 1 4 6 4 6 11 6 11 14 11 17

Bank4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Bank5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Bank6 1 2 4 5 1 2 4 6 4 6 11 6 11 14 11 17

Bank7 3 4 4 5 3 4 4 5 4 5 11 5 11 14 11 16

DDR Banks 
Bonding Out per 
I/O Bank1

Bank0 1 1 1 1 1 1 1 1 1 1 3 1 2 4 2 4

Bank1 0 0 1 1 0 0 1 1 1 1 2 1 2 3 2 4

Bank2 1 1 1 1 1 1 1 1 1 1 2 1 3 3 3 4

Bank3 0 0 1 1 0 0 1 1 1 1 2 1 3 3 3 4

Bank4 0 0 1 1 0 0 1 1 1 1 2 1 2 3 2 4

Bank5 1 1 1 1 1 1 1 1 1 1 3 1 2 4 2 4

Bank6 0 0 1 1 0 0 1 1 1 1 2 1 3 3 3 4

Bank7 1 1 1 1 1 1 1 1 1 1 2 1 3 3 3 4
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Conventional Packaging
Commercial

Part Number Voltage Grade Package Pins Temp. LUTs (k)

LFXP2-5E-5M132C 1.2V -5 csBGA 132 COM 5

LFXP2-5E-6M132C 1.2V -6 csBGA 132 COM 5

LFXP2-5E-7M132C 1.2V -7 csBGA 132 COM 5

LFXP2-5E-5FT256C 1.2V -5 ftBGA 256 COM 5

LFXP2-5E-6FT256C 1.2V -6 ftBGA 256 COM 5

LFXP2-5E-7FT256C 1.2V -7 ftBGA 256 COM 5

Part Number Voltage Grade Package Pins Temp. LUTs (k)

LFXP2-8E-5M132C 1.2V -5 csBGA 132 COM 8

LFXP2-8E-6M132C 1.2V -6 csBGA 132 COM 8

LFXP2-8E-7M132C 1.2V -7 csBGA 132 COM 8

LFXP2-8E-5FT256C 1.2V -5 ftBGA 256 COM 8

LFXP2-8E-6FT256C 1.2V -6 ftBGA 256 COM 8

LFXP2-8E-7FT256C 1.2V -7 ftBGA 256 COM 8

Part Number Voltage Grade Package Pins Temp. LUTs (k)

LFXP2-17E-5FT256C 1.2V -5 ftBGA 256 COM 17

LFXP2-17E-6FT256C 1.2V -6 ftBGA 256 COM 17

LFXP2-17E-7FT256C 1.2V -7 ftBGA 256 COM 17

LFXP2-17E-5F484C 1.2V -5 fpBGA 484 COM 17

LFXP2-17E-6F484C 1.2V -6 fpBGA 484 COM 17

LFXP2-17E-7F484C 1.2V -7 fpBGA 484 COM 17

Part Number Voltage Grade Package Pins Temp. LUTs (k)

LFXP2-30E-5FT256C 1.2V -5 ftBGA 256 COM 30

LFXP2-30E-6FT256C 1.2V -6 ftBGA 256 COM 30

LFXP2-30E-7FT256C 1.2V -7 ftBGA 256 COM 30

LFXP2-30E-5F484C 1.2V -5 fpBGA 484 COM 30

LFXP2-30E-6F484C 1.2V -6 fpBGA 484 COM 30

LFXP2-30E-7F484C 1.2V -7 fpBGA 484 COM 30

LFXP2-30E-5F672C 1.2V -5 fpBGA 672 COM 30

LFXP2-30E-6F672C 1.2V -6 fpBGA 672 COM 30

LFXP2-30E-7F672C 1.2V -7 fpBGA 672 COM 30


